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#### Abstract

In this article, we study a coupled systems of generalized Chandrasekhar quadratic integral equations, which is widely applicable in various disciplines of science and technology. By using contraction mapping principle and successive approximation, we develop sufficient conditions for existence and uniqueness of solution. Also, an example is provided to illustrate our main results. © 2017 All rights reserved.


Keywords: Chandrasekhar quadratic integral equations, coupled system, contraction mapping principle, successive approximation method.
2010 MSC: 45G10, 45M99, 47H09.

## 1. Introduction

In this article, we develop sufficient conditions for existence and uniqueness of solution to the following coupled system of quadratic integral equations of Chandrasekhar's type given by

$$
\begin{array}{ll}
w(\tau)=h_{1}(\tau)+g_{1}(\tau, w(\tau), x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}(s, w(s), x(s)) d s, & \tau \in I=[0,1],  \tag{1.1}\\
x(\tau)=h_{2}(\tau)+g_{2}(\tau, w(\tau), x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}(s, w(s), x(s)) d s, & \tau \in I=[0,1],
\end{array}
$$

where $h_{k}:[0,1] \rightarrow[0, \infty)$ and $g_{k}, \Phi_{k}:[0,1] \times D \times D \rightarrow[0, \infty)$, for $k=1,2$ are continuous functions. The aforementioned coupled system of integral equations is the generalization of the following generalized Chandrasekhar's quadratic integral equations provided by

$$
\begin{equation*}
w(\tau)=1+w(\tau) \int_{0}^{1} \frac{\tau \lambda \phi(s)}{\tau+s}(\log (1+|w(s)|)) d s, \quad \tau \in I=[0,1] \tag{1.2}
\end{equation*}
$$
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where $\phi$ is continuous function from $[0,1] \rightarrow[0, \infty)$ in [19]. The aforesaid integral equation was studied in many articles, see [10, 9]. Integral equations is attractive area of research in past as well as in recent times. This is due to the fact that the integral equations has many applications in applied sciences and technology, (for detail see $[3,12,4,5,6,7]$ ). This system used in many problems of applied science, (see[1, 8, 11, 15, 16, 13, 14, 17]). Su [20], proved a two-point boundary value problem for a coupled system of fractional differential equations. Gafiychuk et al. [17], discussed the solution of coupled nonlinear fractional-diffusion equations. Moreover in recent times most of the biological and physical models are in the form of integral equations or their systems. Therefore the concerned area attracted much attention from researchers. The Chandrasekhar quadratic integral equations are used in studying of connection with scatting through a homogenous semi-infinite atmosphere [10]. In astrophysical physical applications of Chandrasekhar quadratic integral equation the only restriction is that $\int_{0}^{1} \phi(s) d s \leq \frac{1}{2}$ is a necessary conditions in [9]. Applications of quadratic integral equations are in the kinetic theory of gasses, in theory of neutron transport, in theory of radiative transfer and the traffic theory. The Chandrasekhar quadratic integral equations have many applications [2]. Several authors proved the existence of solutions for nonlinear quadratic integral equations (see $[3,12,4,5,6,7]$ ). From all of the above literature, the main results are obtained with the help of the methods which are related to the measure of non compactness. In [18], used fixed point theorem to prove the existence of solution of some quadratic integral equations.Due to these importance and uses, we study [2], system of integral equation. The concern study is carried out with the help of fixed point theorem of Banach contraction type. Moreover for approximating the solution, we apply monotone iterative techniques of Picard's type successive approximation procedure to develop sufficient condition for approximating the solutions. Further, we also give an example to verify our main results.

## 2. Preliminaries

In this section, we give some assumptions which are needed throughout this paper.
$\left(A_{1}\right) h_{k}:[0,1] \rightarrow[0, \infty), k=1,2$ are continuous on $[0,1]$.
$\left(A_{2}\right) g_{k}, \Phi_{k}:[0,1] \times D \times D \rightarrow[0, \infty), k=1,2$ are continuous, where $D \subseteq[0, \infty)$.
$\left(A_{3}\right)$ There exists positive constants $M_{k}$ and $N_{k}, k=1,2$ such that $\left|g_{k}(\tau, w, x)\right| \leq M_{k}$ and $\left|\Phi_{k}(\tau, w, x)\right| \leq N_{k}$ for $(\tau, w, x) \in I \times D \times D$.
$\left(A_{4}\right) \Phi_{k}, g_{k}$, for $k=1,2$ satisfy the Lipschitz condition with Lipschitz constants $L_{k}, K_{k}$, such that

$$
\left|g_{k}\left(\tau, w_{k}, x_{k}\right)-g_{k}\left(\tau, \bar{w}_{k}, \bar{x}_{k}\right)\right| \leq L_{k}\left[\left|w_{k}-\bar{w}_{k}\right|+\left|x_{k}-\bar{x}_{k}\right|\right]
$$

and

$$
\left|\Phi_{k}\left(\tau, w_{k}, x_{k}\right)-\Phi_{k}\left(\tau, \bar{w}_{k}, \bar{x}_{k}\right)\right| \leq K_{k}\left[\left|w_{k}-\bar{w}_{k}\right|+\left|x_{k}-\bar{x}_{k}\right|\right] .
$$

Let $X=C[0,1]$ be the class of all real continuous function defined and continuous on $[0,1]$ with the norm $\|w\|=\max |w(\tau)|: \tau \in[0,1]$. Then the norm in product space be defined by $\|(w, x)\|=\|w\|+\|x\|$.

## 3. Main Result

Defined the operator by

$$
T(w, x)(\tau)=\left(T_{1}(w, x), T_{2}(w, x)\right)(\tau)
$$

where

$$
\begin{array}{ll}
T_{1}(w, x)(\tau)=h_{1}(\tau)+g_{1}(\tau, w(\tau), x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}(s, w(s), x(s)) d s, & \tau \in I=[0,1] \\
T_{2}(w, x)(\tau)=h_{2}(\tau)+g_{2}(\tau, w(\tau), x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}(s, w(\tau), x(s)) d s, & t \in I=[0,1]
\end{array}
$$

Theorem 3.1. Let assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ hold. Further, if

$$
M_{1} K_{1}+L_{1} N_{1}+M_{2} K_{2}+L_{2} N_{2}<1, \text { for } k=1,2
$$

Then the coupled system (7) has a unique solution.
Proof. Define $S=\{\|(w, x)\| \leq r:(w, x)(\tau) \in X \times X\}$. Then

$$
\begin{align*}
\left|T_{1}\left(w_{2}, x_{2}\right)-T_{1}\left(w_{1}, x_{1}\right)\right| & \leq\left|g_{1}\left(\tau, w_{2}, x_{2}\right) \int_{0}^{\tau} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{2}, x_{2}\right) d s-g_{1}\left(\tau, w_{1}, x_{1}\right) \int_{0}^{\tau} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{1}, x_{1}\right) d s\right| \\
& \leq\left|g_{1}\left(\tau, w_{1}, x_{1}\right)\right| \int_{0}^{\tau}\left|\frac{\tau}{\tau+s}\right|\left|\Phi_{1}\left(s, w_{1}(s), x_{1}(s)\right)-\Phi_{1}\left(s, w_{2}(s), x_{2}(s)\right)\right| d s \\
& +\left|g_{1}\left(\tau, w_{2}, x_{2}\right)-g_{1}\left(\tau, w_{1}, x_{1}\right)\right| \int_{0}^{\tau}\left|\frac{\tau}{\tau+s}\right|\left|\Phi_{1}\left(s, w_{2}(s), x_{2}(s)\right)\right| d s \\
& \leq M_{1} K_{1}\left[\left\|w_{1}-w_{2}| |+\right\| x_{1}-x_{2}| |\right]+L_{1} N_{1}\left[| | w_{1}-w_{2}| |+\| x_{1}-x_{2}| |\right] \tag{3.1}
\end{align*}
$$

So,

$$
\left\|T_{1}\left(w_{1}, x_{1}\right)-T_{1}\left(w_{2}, x_{2}\right)\right\| \leq M_{1} K_{1}\left[\left\|w_{1}-w_{2}\right\|+\left\|x_{1}-x_{2}\right\|\right]+L_{1} K_{1}\left[\left\|w_{1}-w_{2}\right\|+\left\|x_{1}-x_{2}\right\|\right]
$$

which implies that

$$
\left\|T_{1}\left(w_{1}, x_{1}\right)-T_{1}\left(w_{2}, x_{2}\right)\right\| \leq\left(M_{1} K_{1}+L_{1} K_{1}\right)\left[\left\|w_{1}-x_{1}\right\|+\left\|w_{2}-x_{2}\right\|\right]
$$

Similarly, one can also has

$$
\begin{equation*}
\left\|T_{2}\left(w_{1}, x_{1}\right)-T_{2}\left(w_{2}, x_{2}\right)\right\| \leq\left(M_{2} K_{2}+L_{2} K_{2}\right)\left[\left\|w_{1}-x_{1}\right\|+\left\|w_{2}-x_{2}\right\|\right] \tag{3.2}
\end{equation*}
$$

Now, from (3.1) and (3.2), we have

$$
\begin{equation*}
\left\|T\left(w_{1}, x_{1}\right)-T\left(w_{2}, x_{2}\right)\right\| \leq\left(\left(M_{1} K_{1}+L_{1} K_{1}\right)+\left(M_{2} K_{2}+L_{2} K_{2}\right)\right)\left[\left\|w_{1}-x_{1}\right\|+\left\|w_{2}-x_{2}\right\|\right] \tag{3.3}
\end{equation*}
$$

Which implies that $T$ is contraction. Hence the coupled system (7) has a unique solution by contraction principle. This end the proof.

## 4. Method of successive approximation

Theorem 4.1. Let the assumption $\left(A_{1}\right)-\left(A_{3}\right)$ be satisfied and there exists monotone sequences $w_{n}(\tau), x_{n}(\tau)$ such that $w_{n}(\tau) \rightarrow w(\tau)$ and $x_{n}(\tau) \rightarrow x(\tau), \tau \in[0,1]$ as $n \rightarrow \infty$ and this convergence is uniformly and monotonically on $[0,1]$.

Proof. Since $T_{1}$ and $T_{2}: X \times X \rightarrow X \times X$. Then let us consider two sequences corresponding to the coupled system of quadratic integral equation (4) as

$$
\begin{align*}
w_{n}(\tau)=h_{1}(\tau) & +g_{1}\left(\tau, w_{n-1}(\tau), x_{n-1}(\tau)\right) \\
& \times \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n-1}(s), x_{n-1}(s)\right) d s, \tau \in I=[0,1]  \tag{4.1}\\
x_{n}(\tau)=h_{2}(\tau) & +g_{2}\left(\tau, w_{n-1}(\tau), x_{n-1}(\tau)\right) \\
& \times \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}\left(s, w_{n-1}(s), x_{n-1}(s)\right) d s, \tau \in I=[0,1]
\end{align*}
$$

Also, when $n=0, w_{0}=h_{1}(\tau), x_{0}=h_{2}(\tau)$. As $w_{n}(\tau)$ and $x_{n}(\tau)$ are continuous functions, then in view of Picard successive method, $w_{n}(\tau)$ and $x_{n}(\tau)$ can be written as a sum of successive differences as given by

$$
w_{n}=w_{0}+\sum_{i=1}^{n}\left(w_{i}-w_{i-1}\right), x_{n}=x_{0}+\sum_{i=1}^{n}\left(x_{i}-x_{i-1}\right)
$$

Thus convergence of $w_{n}$ and $x_{n}$ implies convergence of two series

$$
\sum_{i=1}^{n}\left(w_{i}-w_{i-1}\right) \text { and } \sum_{i=1}^{n}\left(x_{i}-x_{i-1}\right)
$$

and the correspondence solution will be

$$
\begin{equation*}
w(\tau)=\lim _{n \rightarrow \infty} w_{n}(\tau) \text { and } x(\tau)=\lim _{n \rightarrow \infty} x_{n}(\tau) \tag{4.2}
\end{equation*}
$$

For uniform convergence consider the following infinite series using $n=2$ in (4.2), we get

$$
\sum_{i=1}^{\infty}\left|w_{n}(\tau)-w_{n-1}(\tau)\right|, \sum_{i=1}^{\infty}\left|x_{n}(\tau)-x_{n-1}(\tau)\right|
$$

From (4.1), we have for $n=1$

$$
\begin{array}{ll}
w_{1}(\tau)-w_{0}(\tau)=g_{1}\left(\tau, w_{0}(\tau), x_{0}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{0}(s), x_{0}(s)\right) d s, & \tau \in I=[0,1] \\
x_{1}(\tau)-x_{0}(\tau)=g_{2}\left(\tau, w_{0}(\tau), x_{0}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}\left(s, w_{0}(s), x_{0}(s)\right) d s, & \tau \in I=[0,1]
\end{array}
$$

From which we have

$$
\left\|w_{1}-w_{0}\right\| \leq M_{1} N_{2}, \text { and }\left\|x_{1}-x_{0}\right\| \leq M_{1} N_{2}
$$

Now by induction, we obtain approximation for $n \geq 2$, as

$$
\begin{align*}
\left|w_{n}(\tau)-w_{n-1}(\tau)\right| & \leq \left\lvert\, g_{1}\left(\tau, w_{n-1}(\tau), x_{n-1}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n-1}(s), x_{n-1}(s)\right) d s\right. \\
& -g_{1}\left(\tau, w_{n-2}(\tau), x_{n-2}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n-2}(s), x_{n-2}(s)\right) d s \\
& +g_{1}\left(\tau, w_{n-2}(\tau), x_{n-2}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n-2}(s), x_{n-2}(s)\right) d s \\
& \left.-g_{1}\left(\tau, w_{n-2}(\tau), x_{n-2}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n-2}(s), x_{n-2}(s)\right) d s \right\rvert\, \\
& \leq\left|g_{1}\left(\tau, w_{n-2}(\tau), x_{n-2}(\tau)\right)\right| \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right|  \tag{4.3}\\
& \times\left|\left[\Phi_{1}\left(s, w_{n-1}(s), x_{n-1}(s)\right)-\Phi_{1}\left(s, w_{n-2}(s), x_{n-2}(s)\right)\right]\right| d s \\
& +\left|g_{1}\left(\tau, w_{n-1}(\tau), x_{n-1}(\tau)\right)-g_{1}\left(\tau, w_{n-2}(\tau), x_{n-2}(\tau)\right)\right| \\
& \times \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right|\left|\Phi_{1}\left(s, w_{n-1}(s), x_{n-1}(s)\right)\right| d s
\end{align*}
$$

Which in view of $A_{2}$ and $A_{3}$, we get

$$
\begin{align*}
\left|w_{n}(\tau)-w_{n-1}(\tau)\right| & \leq M_{1} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| K_{1}\left[\left|w_{n-1}(s), w_{n-2}(s)\right|+\left|\left|x_{n-1}(\tau)-x_{n-2}(\tau)\right|\right|\right] d s  \tag{4.4}\\
& +L_{1}\left[\left|w_{n-1}(s), u_{n-2}(s)\right|+\left|x_{n-1}(\tau)-x_{n-2}(\tau)\right|\right] N_{1} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| d s
\end{align*}
$$

and

$$
\begin{align*}
\left|x_{n}(\tau)-x_{n-1}(\tau)\right| & \leq M_{2} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| K_{2}\left[\left|w_{n-1}(s), w_{n-2}(s)\right|+\left|\left|x_{n-1}(\tau)-x_{n-2}(\tau)\right|\right|\right] d s  \tag{4.5}\\
& +L_{2}\left[\left|w_{n-1}(s), w_{n-2}(s)\right|+\left|x_{n-1}(\tau)-x_{n-2}(\tau)\right|\right] N_{2} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| d s
\end{align*}
$$

Now for $n=2$ in (4.4) and (4.5), we have

$$
\begin{align*}
\left|w_{2}(\tau)-w_{1}(\tau)\right| & \leq M_{1} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| K_{1}\left[\left|w_{1}(s)-w_{0}(s)\right|+\left|x_{1}(s)-x_{0}(s)\right|\right] d s \\
& +L_{1}\left[\left|w_{1}(s), w_{0}(s)\right|+\left|x_{1}(s)-x_{0}(s)\right|\right] N_{1} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| d s \tag{4.6}
\end{align*}
$$

Using estimation, we have

$$
\left|w_{2}(\tau)-w_{1}(\tau)\right| \leq M_{1} K_{1}\left[M_{1} N_{1}+M_{2} N_{2}\right]+L_{1}\left[M_{1} N_{1}+M_{2} N_{2}\right]
$$

which implies that

$$
\left|w_{2}(\tau)-w_{1}(\tau)\right| \leq\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)
$$

In same fashion, one can also

$$
\left|x_{2}(\tau)-x_{1}(\tau)\right| \leq\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)
$$

Now, $n=3$, in (4.4) and (4.5), we have

$$
\begin{aligned}
\left|w_{3}(\tau)-w_{2}(\tau)\right| & \leq M_{1} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| K_{1}\left[\left|w_{2}(s)-w_{1}(s)\right|+\left|x_{2}(s)-x_{1}(s)\right|\right] d s \\
& +L_{1}\left[\left|w_{2}(s)-w_{1}(s)\right|+\left|x_{2}(s)-x_{1}(s)\right|\right] N_{1} \int_{0}^{1}\left|\frac{\tau}{\tau+s}\right| d s \\
& \leq M_{1} K_{1}\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\right] \\
& +L_{1} N_{1}\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\right]
\end{aligned}
$$

so,

$$
\left|w_{3}(\tau)-w_{2}(\tau)\right| \leq\left(M_{1} K_{1}+L_{1} N_{1}\right)\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\right]
$$

Thus

$$
\left|w_{3}(\tau)-w_{2}(\tau)\right| \leq\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)+\left(M_{2} K_{2}+L_{2} N_{2}\right)\right]
$$

Similarly

$$
\left|x_{3}(\tau)-x_{2}(\tau)\right| \leq\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)+\left(M_{2} K_{2}+L_{2} N_{2}\right)\right]
$$

Now, $n=4$, in (4.4) and (4.5), we have

$$
\begin{aligned}
\left|w_{4}(\tau)-w_{3}(\tau)\right| & \leq M_{1} K_{1} \int_{0}^{1} \frac{\tau}{\tau+s}\left[\left|w_{3}(s)-w_{2}(s)\right|+\left|x_{3}(s)-x_{2}(s)\right|\right] d s \\
& +L_{1} N_{1}\left[\left|w_{3}(\tau)-w_{2}(\tau)\right|+\left|w_{3}(\tau)-x_{2}(\tau)\right|\right] \int_{0}^{1} \frac{\tau}{\tau+s} d s \\
& \leq M_{1} K_{1}\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{2} N_{2}+L_{2} N_{2}\right)\right. \\
& \left.+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{2} K_{2}+L_{1} N_{1}\right)\left(M_{2} N_{2}+L_{2} N_{2}\right)\right] \\
& +L_{1} N_{1}\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{2} K_{2}+L_{2} N_{2}\right)\right. \\
& \left.+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{2} K_{2}+L_{1} N_{1}\right)\left(M_{2} K_{2}+L_{2} N_{2}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
\left|u_{4}(t)-u_{3}(t)\right| & \leq\left(M_{1} K_{1}+L_{1} N_{1}\right)\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{2} K_{2}+L_{2} N_{2}\right)\right. \\
& \left.+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{2} K_{2}+L_{1} N_{1}\right)\left(M_{2} K_{2}+L_{2} N_{2}\right)\right] \\
& +\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left[\left(M_{1} K_{1}+L_{1} N_{1}\right)\left(M_{2} K_{2}+L_{2} N_{2}\right)\right. \\
& \left.+\left(M_{2} K_{2}+L_{2} N_{2}\right)\left(M_{1} N_{1}+M_{2} N_{2}\right)\left(M_{2} K_{2}+L_{1} N_{1}\right)\left(M_{2} K_{2}+L_{2} N_{2}\right)\right]<1
\end{aligned}
$$

In the same way generalize the procedure and keeping the product sum less than unity, we get that

$$
\sum_{n=1}^{\infty}\left|w_{n}(\tau)-w_{n-1}(\tau)\right| \text { and } \sum_{n=1}^{\infty}\left|x_{n}(\tau)-x_{n-1}(\tau)\right|
$$

are convergent. Thus $\left\{w_{n}(\tau)\right\}$ and $\left\{x_{n}(\tau)\right\}$ are uniformly convergent. So

$$
\begin{aligned}
& w(\tau)=h_{1}(\tau)+\lim _{n \rightarrow \infty} g_{1}\left(\tau, w_{n-1}(\tau), x_{n-1}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n-1}(s), x_{n-1}(s)\right) d s \\
& x(\tau)=h_{2}(\tau)+\lim _{n \rightarrow \infty} g_{2}\left(\tau, w_{n-1}(\tau), x_{n-1}(\tau)\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}\left(s, w_{n-1}(s), x_{n-1}(s)\right) d s
\end{aligned}
$$

are convergent sequences. For uniqueness let $(\bar{w}, \bar{x})$ be another solution of (4), then

$$
\left|\bar{w}(\tau)-w_{n}(\tau)\right|=\left|g(\tau, \bar{w}(\tau), \bar{x}(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}(s, \bar{w}(\tau), \bar{x}(\tau)) d s-g\left(\tau, w_{n}, x_{n}\right) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}\left(s, w_{n}, x_{n}\right) d s\right|
$$

like (4.1), we can show that $\lim _{n \rightarrow \infty} w_{n}(\tau)=w(\tau)=\bar{w}(\tau)$. Similarly $\lim _{n \rightarrow \infty} x_{n}(\tau)=x(\tau)=\bar{x}(\tau)$. Thus solution $(w, x)$ is unique.

## 5. Discussion part

In few papers, Cahndraseker's quadratic integral equations have been considered due to its tremendous applications in applied sciences. But the consideration was limited to simple one. Mostly the researchers considered only scaler class of aforementioned integral equations. Also in some paper coupled system has been considered for existence and uniqueness. In this paper we study the coupled system of the aforesaid integral equations by taking more complicated nonlinearity occurring in the system. Slightly more computation is required to obtain sufficient conditions for existence of solution as well as of uniqueness. We get the required conditions by using Picard's iterative technique which plays an important rules in the construction of the required theory.

## 6. Example

To demonstrate our main results, we provide the example given bellow as:
Example 6.1. Consider a general Coupled system of Cahndraseker's quadratic integral equations

$$
\left\{\begin{array}{l}
w(\tau)=\tau^{2}+\frac{\sin (w(\tau)+x(\tau))}{\tau+4} \int_{0}^{1} \frac{\tau}{\tau+s} \frac{\cos (w(\tau)+x(\tau))}{6+\tau^{2}} d s, \tau \in[0,1]  \tag{6.1}\\
x(\tau)=\tau+\frac{\cos (w(\tau)+x(\tau))}{\tau^{2}+5} \int_{0}^{1} \frac{\tau}{\tau+s} \frac{\sin (w(\tau)+x(\tau))}{6+\tau^{2}} d s, \tau \in[0,1]
\end{array}\right.
$$

From above system

$$
\begin{aligned}
& h_{1}(\tau)=\tau^{2}, \quad h_{2}(\tau)=\tau \\
& g_{1}(\tau, w, x)=\sin (w(\tau)+x(\tau)), g_{2}(\tau, w, x)=\cos (w(\tau)+x(\tau)) \\
& f_{1}(\tau, w, x)=\cos (w(\tau)+x(\tau)), \Phi_{2}(\tau, w, x)=\sin (w(\tau)+x(\tau))
\end{aligned}
$$

Clearly

$$
\left|\frac{\sin (w(\tau)+x(\tau))}{\tau+4}\right| \leq \frac{1}{4}, M_{1}=\frac{1}{4}, M_{2}=\frac{1}{5} N_{2}=N_{1}=\frac{1}{6}, L_{1}=\frac{1}{4}, L_{2}=\frac{1}{5} K_{1}=\frac{1}{6}, K_{2}=\frac{1}{6}
$$

Now computing

$$
M_{1} K_{1}+L_{1} N_{1}+M_{2} K_{2}+L_{2} N_{2}=\frac{1}{24}+\frac{1}{24}+\frac{1}{30}+\frac{1}{30}=\frac{27}{180}<1
$$

So the coupled system (6.1) has a unique solution.

## 7. Conclusion

This paper is generalization of [19] where the author obtained the conditions for a coupled system given by

$$
\begin{array}{ll}
w(\tau)=h_{1}(\tau)+g_{1}(\tau, x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}(s, x(s)) d s, & \tau \in I=[0,1] \\
x(\tau)=h_{2}(\tau)+g_{2}(\tau, w(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}(s, w(s)) d s, & \tau \in I=[0,1]
\end{array}
$$

While in this paper we extended the above system to the following and obtained the same condition as obtained in [19] using the same technique

$$
\begin{array}{ll}
w(\tau)=h_{1}(\tau)+g_{1}(\tau, w(\tau), x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{1}(s, w(s), x(s)) d s, & \tau \in I=[0,1] \\
x(\tau)=h_{2}(\tau)+g_{2}(\tau, w(\tau), x(\tau)) \int_{0}^{1} \frac{\tau}{\tau+s} \Phi_{2}(s, w(s), x(s)) d s, & \tau \in I=[0,1]
\end{array}
$$

## Acknowledgments

We are really thankful to the anonymous referee for his/her useful comments and corrections which improved this paper.

## References

[1] B. Ahmad, J. J. Nieto, Existence results for a coupled system of nonlinear fractional differential equations with threepoint boundary conditions, Comput. Math. Appl., 58 (2009), 1838-1843. 1
[2] I. K. Argyros, Quadratic equations and applications to Chandrasekhars and related equations, Bull. Austral. Math. Soc., 32 (1985), 275-292. 1
[3] J. Banas, B. Rzepka, Monotonic solutions of a quadratic integral equations of fractional order, J. Math. Anal. Appl., 332 (2007), 1370-1378. 1
[4] J. Banas, A. Martinon, Monotonic solutions of a quadratic integral equation of volterra type, Comput. Math. Appl., 47 (2004), 271-279. 1
[5] J. Banas, J. Caballero, J. Rocha, K. Sadarangani, Monotonic solutions of a class of quadratic integral equations of volterra type, Comput. Math. Appl., 49(2005), 943-952. 1
[6] J. Banas, J. Rocha Martin, K. Sadarangani, On the solution of a quadratic integral equation of Hammerstein type, Math. Comput. Modelling, 43 (2006), 97-104. 1
[7] J. Banas, B. Rzepka, Nondecreasing solutions of a quadratic singular Volterra integral equation, Math. Comput. Modelling, 49 (2009), 488-496. 1
[8] C. Bai, J. Fang, The existence of a positive solution for a singular coupled system of nonlinear fractional differential equations, Appl. Math. Comput., 150, (2004) 611-621. 1
[9] J. Caballero, A. B. Mingarelli, K. Sadarangani, Existence of solutions of an integral equation of chandrasekhar type in the theory of radiative, Electron. J. Diff. Equns., 57 (2006), 1-11. 1
[10] S. Chandrasekhar, Radiative transfer, Courier Corporation, USA, (1960). 1
[11] Y. Chen, H. An, Numerical solutions of coupled Burgers equations with time and space fractional derivatives, Appl. Math. Comput., 200 (2008), 87-95. 1
[12] W. G. El-Sayed, B. Rzepka, Nondecreasing solutions of a quadratic integral equation of Urysohn type, Comput. Math. Appl., 67 (51) (2006), 1065-1074. 1
[13] A. M. A. El-Sayed, H. H. G. Hashem, E. A. A. Ziada, Picard and Adomian methods for coupled systems of quadratic integral equations of fractional order, J. Nonlinear Anal. Optim., 3 (2) (2012), 171-183. 1
[14] A. M. A. El-Sayed, H. H. G. Hashem, Existence results for coupled systems of quadratic integral equations of fractional orders, Optim. Lett., 7 (2013), 1251-1260. 1
[15] V. Gafiychuk, B. Datsko, V. Meleshko, Mathematical modeling of time fractional reaction diffusion systems, J. Math. Appl., 220,(2008), 215-225. 1
[16] V. D. Gejji, Positive solutions of a system of non-autonomous fractional differential equations, J. Math. Anal. Appl., 302 (2005), 56-64. 1
[17] V. Gafiychuk, B. Datsko, V. Meleshko, D. Blackmore, Analysis of the solutions of coupled nonlinear fractional reaction diffusion equations, Chaos Solitons and Fract., 41 (2009), 1095-1104. 1
[18] H. A. H. Salem, On the quadratic integral equations and their applications, Comput. Math. Appl., 62 (2011), 2931-2943. 1
[19] H. H. G. Hashim, On successive approximation method for coupled systems of Chandrasekhar quadratic integral equations, J. Egyptian Math. Soc., 23 (2015), 108-112. 1, 7
[20] X. Su, Boundary value problem for a coupled system of nonlinear fractional differential equations, Appl. Math. Lett., 22 (2009), 64-69. 1


[^0]:    *Corresponding author
    Email addresses: fazalhaqphd@gmail.com (Fazal Haq ), kamalshah408@gmail.com (Kamal Shah), dr.ghaus@uswat.edu.pk (Ghaus-UR-Rahman), shahzad-maths@hu.edu.pk (Muhammad Shahzad)

