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Abstract

Using the technique of measure of noncompactness we prove the existence, asymptotic stability and global
attractivity of a class of nonlinear functional-integral equation with feedback control. We will also include
a class of examples in order to indicate the validity of the assumptions. (©2018 All rights reserved.
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1. Introduction and Preliminaries

Recently, measures of noncompactness have been successfully applied to investigate the behavior of
nonlinear functional integral equations [3, 5-8, 11]. Argyros [1] and Deimling [10] considered the equation

1
z(t) = f<t7$(t))/0 o(t,s,z(s))ds. (1.1)

In 2003, Banas and Rzepka [5, 6] investigated the Volterra counterpart of Eq. (1.1) on nubounded interval,
ie.,

x(t) = f(t,z(t)) —|—/0 o(t, s, x(s))ds, (1.2)

and

x(t) :f(t,:c(t))/o o(t,s,x(s))ds. (1.3)
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In 2009, using Schauder fixed point theorem and based on the measure of noncompactness technique Banas
and Rzepka [7] studied the existence and asymptotic stability of the nonlinear quadratic Volterra integral
equation

2(t) = p(t) + f(t,2(1)) / o(t, 5,2(5))ds. (1.4)

Very recently, Liu at al. [11] studied the more general nonlinear functional-integral equation

t
x(t) =f(t,$(t),/0 o(t, s, 2(a(s)), 2(b(s)))ds). (1.5)

On the other hands, in the more realistic situation, the biological systems or ecosystems are continuously
perturbed via unpredictable forces. These perturbations are generally results of the change in the system’s
parameters. In the language of the control theory, these perturbation functions may be regarded as control
variables and, consequently, one should ask the question that whether or not a system can withstand those
unpredictable perturbations which persist for a finite periodic time.

In this paper we consider the following functional integral-equation with feedback control

B(t)
x(t) = f(t,fﬂ(t),/o ¢(t, 5, x(a(s)), 2(b(s)), v(s))ds),

dv
dt

where a = a(t), b = b(t), ¢ = ¢(t,s,x1,x2,v), f = f(t,z,w), f = B(t), « = a(t) and g = g(t,x) are given,
while z = z(t) and v = v(t) are unknown functions. Applying the Darbo fixed point theorem associated
with measure of noncompactness defined by Banas [2], and following the method of Chen [9] for study of the
global attractivity of Lotka-Volterra competition system with feedback control we establish the existence,
asymptotically stability and global attractivity of solutions for functional-integral equation with feedback
control (1.6).

= —a(t)v(t) + g(t,z(t)), teRy, (1.6)

2. Preliminaries

In this section, we present some definitions and results which will be needed further on. Let R, = [0, 00)
and (E,||.||) be an infinite dimensional Banach space with zero element . We write B(x,r) to denote the
closed ball centered at x with radius r and X, ConvX to denote the closer and closed convex hall of X.
Let mp denote the family of all nonempty bounded subsets of E and ng indicate the family of all relatively
compact sets. We use the following definition of a measure of noncompactness [4].

Definition 2.1. A mapping i : mp — Ry is said to be a measure of noncompactness in F if it satisfies the
following conditions

(1) The family ker p = {X € mg : u(X) = 0} is nonempty and ker u C ng.

(2) X SV = p(X) < p(Y).

(3) u(X) = u(X).

(4) p(convX) = u(X).

(6) pAX +(1=N)Y) < Ap(X)+ (1= Np(Y)forX € [0,1]. If (X,,) is a sequence of close sets from mp such
that X,11 C Xy, (n=1,2,...) and if lim,,,c p(X,,) = 0, then the intersection set Xoo = (-, is nonempty.

We will need the following fixed point theorem of darbo type [4].

Theorem 2.2. Let A be a nonempty bounded closed convex subset of the space E and let F: A — A be a
continuous operator such that p(FA) < ku(A) for each each nonempty subset A of A, where k € [0,1) is a
constant. Then F has at least one fized point in A.
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We will work in the Banach space BC(R) consisting of all bounded and continuous functions on R .
The space BC(R. ) is equipped with the standard norm ||z|| = sup{|z(¢)| : t € Ry}.
Let X be a nonempty bounded subset of BC(R,) and T be a positive number. For z € X and ¢ > 0, define

wl(z,e) = sup{|z(t) — z(s)| : 5, € [0,T], |t —s| <e},

wl'(X,e) =sup{w’ (v,6) : v € X}, i (X)=limw’(X,e)
3

—0

wo(X) = lim wl(X), X(@)={z(t):z¢c X},

T—oo

diamX (t) = sup{|z(t) — y(t)| : z,y € X}

and
pu(X) = wo(X) + limsup diam X (¢). (2.1)

t—o00

Bana$ has shown in [2] that p is a measure of noncompactness in the space BC(Ry).
Definition 2.3. The solutions of the system (1.6) are said to be locally attractive if there exist a ball

B(xg,r) in the space BC(R;) such that for arbitrary solutions (z(t),v(t)) and (y(t),u(t)) of system (1.6)
belong to B(zg,r) x BC(R4) we have that

Jim (1) — y()] =0, (2.2)
Tim [o(t) = u(t)] = 0. (2.3)

The solution (x(t),v(t)) of the system (1.6) is said to be globally attractive if (2.2) hold for each solution
(y(#), u(t)) of (1.6).

Definition 2.4. The solutions of (1.6) is said to be asymptotically stable (or uniformly locally attractive)
if there exist a ball B(zg,r) C BC(R;) such that for any solutions (z(t),v(t)) and (y(t),u(t)) of system
(1.6) belong to B(zg,r) x BC(R4), condition (2.2) is uniformly satisfied with respect to B(zo,r), i.e., for
each € > 0 there exist 7' > 0 such that

lz(t) —y(@)] <e,
where z,y € B(xg,7), and t > T. In addition

tgrgo lv(t) —u(t)| = 0.

We emphasize that the definition above of stability is a combination of the definitions of asymptotic
stability of solutions of nonlinear functional integral equations [5] and global attractivity of differential
systems with positive solutions[9]. In fact, positive solutions of the second equation in system (1.6) under
proper conditions are globally attractive. In the following Section, in order to transform the system (1.6)
into one functional integral equation we will consider these conditions.

3. Main results

First we will consider system (1.6) under the following assumptions:
(H1) f: Ry x R? — R is continuous, f(¢,0,0) € BC(R,) and there exist continuous functions m;y, ms and
nondecreasing continuous function x : Ry — Ry with x(0) = 0 such that

[F(t 21, 91) = [t 22, 92)] < ma(B)ler — 2] + x(ma(b)]yr — va)), (3.1)
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and
My =sup{mi(t): te Ry} < 1.

(Hs) function g : Ry x R — Ry satisfy the Lipschitz condition with respect to the second variable,
i.e.,there is a constant k such that

l9(t,y) — gt 2)| < kly —zf,  teRy. (3.2)
(H3) the functions a: Ry — Ry and g : R4 x R — R, are continuous and
ar =inf{a(t):t e Ry} >0,
ay =sup{a(t) : t € Ry} < oo,
gr, = inf{g(t,z(t)) : t e Ry,,x € BC(Ry)} >0,
gy =sup{g(t,z(t)) :t € Ry, ,x € BC(Ry)} < o0.

Remark 3.1.

For any function z belong to BC(R.), the solution of the second equation in (1.6), denoted by v,(t),
can be expressed as follow

t t t
vz (t) = v2(0) exp{—/o oz(s)ds}—l—/o [g(s,x(s))exp{—/ a(0)de]ds. (3.3)

Chen [9] showed that under assumption (Hs) and with the positive initial condition v,(0) > 0 the solution
v, (t) is bounded above and blow by positive constants and globally attractive. Thus, we may define the
following operator on the space BC(R),

B(t)
(Fa)(t) = f(t2(0), / o(t, s,x(a(s)), 2(b(s)), ve(s))ds), ¢ € R, (3.4)

Therefor, the existence problem of solutions of system (1.6) can be converted into problem of existence of
fixed point of operator (3.4).
From now on and for the sake of simplicity we will use the following notations

B(t)
Aty z,y) = mz(t)/o |0(t, 5, 2(a(s)), 2(b(s)), va(s)) — &(t, 5,y(als)), y(b(s)), vy(s))|ds,

At, X) =sup{A(t,z,y) :z,y € X C BC(Ry)}. (3.5)
(Hy) the function ¢ : R2 x R® — R is continuous and there exist positive constants M such that
At,z,y) <M, teRy, (3.6)
for any =, y € BC(R4) and t € R4. Also

lim A(t, BO(R,)) = 0. (3.7)

t—o00

Theorem 3.2. Under assumptions (Hy)-(Ha), system (1.6) has at least one solution (x(t),v(t)) € BC(R4)x
BC(R4). Moreover, under positive initial condition v(0) > 0 solutions of (1.6) are asymptotically stable.
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Proof. By considering the conditions of theorem we infer that Fz € BC(R) for any x € BC(Ry). By
using the conditions (H;) and (Hs), for arbitrary ¢ € R, we have

B(t)
[(Fa)(t)] = ’f(tvx(t)v/o o(t, s,z(a(s)), 2(b(s)), va(s))ds) — f(t,0,0)[ +[f(t,0,0)]

< ma (D] (t)] + x(ma (1) /0 " 6t 5. 2(as)), 2(6(5)). (£))ds) + £(£.0.0)
< My|z(t)| + D.
Where
D = sup{f(£,0,0): t € Ry} + x(2M). (3.8)

Hence Fx € BC(R4). Inequality (3.8) yields that F' transforms the ball B, = B(0,r) into itself where

r= 1—DMl' Now we show that F' is continuous on the ball B,. Let € > 0 and z, y € B, such that ||z —y|| < ¢,

then

B(t)
(Fz)(t) = (Fy)(t)| = !f(taw(t),/o ¢(t, 5, 2(a(s)), (b(s)), vz (s))ds)

B(t)
- f(t,y(t),/o o(t;s,y(a(s)), y(b(s)), vy(s))ds)]
< Mafz(t) — y(0)| + x (A, 2,)), (3.9)

where A(t,x,y) is defined in (3.5). Considering conditions (H;) and (Hgz) there exist 7' > 0 such that for
t > T we have

X(A(t,z,y)) <e (3.10)
and then from (3.10) and (3.9) we have
(Fz)(t) — (Fy)()] < (My+1)e, ¢ >T.

On the other hand, in view of Remark 3.1 and keeping in mined assumption (Hy4) as well as under positive
initial condition there exist positive numbers [ and L such that 0 <! < v,(¢) < L for any ¢t € R} and = € B,.
Using the uniform continuity of ¢ on [0, T] x [0, 7] x [-7,7]? x [I, L] where S = sup{3(t) : t € [0,T]} and
considering assumption(H;) we obtain

lim x (A(t, 2, y)) = 0.

Thus F' maps the ball B, continuously into itself. Let X be a nonempty subset of B,, we show that
p(FX) < Miu(X). To do this, fix arbitrary € > 0 and T' > 0. Let t; and to € [0,T] with |t; — t2] < e and
x belong to X. we have

B(t2)

(Fr)(ta) — (Fz)(t)] = |f (b2, 2(t2), / $(t2, 5, 2(a(s)), 2(b(s)), va(s))ds)
B(t2)

= Fltaa(ty), /0 b(t2, 5, 5(a(s)), y(b(5)), vy (5))ds)|
B(t2)

- fltaa(ty), / 6(t2, 5, y(a(s)), y(b(s)), vy ())ds)

B(t2)
_ fta(t), /0 b(t2, 5, 5(a(s)), y(b(5)), vy (5))ds)|
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B(t2)

1 f (b 2(t), /0 6(t2, 5, 9(a(s)), y(b(s)), vy(s))ds)
B(t2)

— Ft, (), /0 6(t1, 5, y(a(s)), y(b(s)), vy ())ds)|
B(t2)

(e (t), /O 6(t1, 5, 9(a(s)), y(b(s)), vy (s))ds)

B(t1)
~ f(ta(t), /0 b(t1, 5, 1(a(5)), y(b(5)), vy (5))ds)

< Milz(tz) — x(ti)| +wy (f,€)

B(t2)
+ x(ma(ty)] /0 b(t2, 5, 5(a(5)), y(b(5)). vy (5))ds)

— (1, 5,y(a(s)), y(b(s)), vy(s))ds)|)
B(t2)

+ x(ma(t)] . o(t1,5,y(a(s)), y(b(s)), vy(s))ds)|)

< Miw' () +w; (f,€) + X(M2Brw; (¢,€)) + x(Magw (B,¢)),

where
Br =sup{B(t) : t €[0,T]}, My = sup{mq(t) : t€[0,T]},

¢ =sup{o(t,s,z,y,2) : t €[0,T),s €0, Br],x,y € [-r,7],2 € [I, L]},
w?(fag) = Sup{‘f(taxvy) - f(s,x,y)] : Svt € [OaT]7 |S - t| < E,T € [_T7T]7y € [_BTgyﬁTa]?ﬂ
W?(@E)) - Sup{|¢(t1)87'r7y7 Z) - ¢(t27871"7y) Z)| : t € [O,T], ‘tQ _t1| S 575 € [O,/BT],%?J S [_T7 T],Z € [laL}}
By using the above estimate we have
ST (FX,2) < M (X,€) + ! (f,2) + x(MaBrw (6,2)) + X (Modw” (8,2)).

From the continuity of f and ¢ on the sets [0, T] x [—r,7] x [~ Br®, Brd] and [0, T] x [0, Br] x [-r, 7] x [I, L],
respectively, we have w! (f,e) — 0 and w! (¢,¢) as ¢ — 0. Moreover, based on condition H; and continuity
of B we have w?(B,¢) — 0 and

X(MaBrw! (¢,€)) + x(Mzgw™ (8,€)) — 0,

as € — 0. Therefore, we obtain
wl (FX) < Miwl (X).

Consequently, by taking T — oo we have
wo(FX) S le(](X)-
On the other hand, for z,y € X and t € Ry we get
(Fa)(t) = (Fy)(®)] < Mila(t) - y(t)] + X\t X)),
where A(t, X) is defined by (3.5). By considering conditions (Hy) and (H4) we deduce that

lim sup diam(F' X)(¢t) < M lim sup diam(X)(t). (3.11)

t—o00 t—o0

Thus, based on definition of 1 we obtain

W(FX) < Myp(X), (3.12)
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where M; € [0,1). Thus, based on Theorem 2.2 operator F' has at least one fixed point = € B,. In addition,
under the assumptions of Theorem 2.2 it can be deduced that the set fixF of fixed points of the operator
F is a member of the kernel ker p [2]. In fact, it follows from (3.7) that for given £ > 0 there exist 7' > 0
such that

X(A(t, BC(R4))) < (1 — M)e, t>1T, (3.13)

thus, if z and y are any fixed points of operator F' belong to B,, in view of conditions (H;) and (Hy), we
obtain

ly(t) — x(t)| = [(Fy)(t) — (Fx)(t)]
B(t)
< [f(t,y(t), ; o(t,s,y(a(s)), y(b(s)), vy(s))ds)
B(t)
— f(t,z(t), 5 o(t, s, z(a(s)),z(b(s)), vz(s))ds)|
<mi(t)|y(t) — =(t)| + x(\(t, Br))
< Mily(t) — z(t)] + x(A(t, BC(R4)))
§M1€+(1—M1)€:€, t>1T,
(3.14)

On the other hand, for z, y € B, and v = v, u = u, € BC(R) with positive initial condition and
assumption &(t) = u(t) — v(t), taking into account condition (Hs) we have

€= —a(t)E(t) + g(t,z) — g(t,y)
< —a(t)é(t) + gt z) — g(t,y)|
< —a(t)E(t) + klat) — y(t)).

In view of (3.14), for ¢t > T' we obtain '
€< —a(t)é(t) + ke.

Since € > 0 is arbitrary, we have .
§<—abE®), t>T.

Similar to Lemma 1.4 of [9], noticing the fact oz, > 0, it follows

)] < ¢ exp{/ 5)ds}

< £(0)]exp{—ar(t —T)} =0, as t — oc. (3.15)

Combining (3.14) and (3.15), solutions of system (1.6) are asymptotically stable. This completes the proof.

4. Examples and remarks
Example 4.1.

Consider the following class of nonlinear functional-integral equations with feedback control

H(t"z(t)) "y + s3 cos(ts® 23(s%sin s) — 22(s°) + v))
() = O + e +G(/0 1+ t™ 4 v/t cos?(x(s7)) :
dv 1+ ¢ 2 + cost + x2(t)

A t>0 4.1
At~ d4cosi+ 2 T B4 cost +202(1) =5 (41)

)
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where h is a continuous bounded function, H and G satisfy the Lipschitz condition with Lipschitz constants
k1 <1 and ko, respectively, n,m,d > 0 and 4d < m. Also

(6, w) = hit) + T Gw), a(t) = sint, b(e) =, 5(6) = 1"
b(t, 5,9, 2,v) = v+ s3cos(ts?y3 — 22 +v))

14 tm + /tcos? z

1+ 2 2 + cost + 22

H=—T" ta) =
M=tz 969

Simple calculation shows that g satisfies the Lipschitz condition, ay > l, ay <1,gp > i guv <1 and

54 cost+ 222

B(t)

Sup{mz(t)/o |6, 5, 2(a(s)), 2(b(s)), (Y)(t))

— ¢(t, s,y(a(s)), y(b(s)), (Py)(t))|ds : z,y € BC(Ry)}
_ 2L =D+t +2LVEF (Lt 4 V)
= 2(1 + tm)2

— 0, as t— o0,

that shows the assumptions of Theorem 3.2 are valid. Thus each integral equation of class (4.1) has at least
one solution and solutions of each equation are asymptotically stable.

Remark 4.2.
In addition to conditions (H7)-(Hy), let function f satisfies the following condition

sup{f(t,z,0):t e Ry, z e R} =W < o0. (4.2)

Then the solutions of system (1.6) are globally attractive. This follows from the fact that for any x € BC(R)
we have

B(t)
(Fa)(®)] = £(tale), [ ot s.ala(s).a(b(s)). vo(s)ds) = F(t.(0).0) + |Ft.2(0).0)
B(t)
< x(ma(t) / 16(t, 5, 2(a()), £(b(3)), va(5))|ds) + W
<x(2M)+W =R, t € Ry

This inequality shows that operator F' maps BC(R.) into ball B = B(0, R) and consequently fizF C
Bpg. In addition, similar to the proof of Theorem 3.2 we can show that u(FX) < Mu(X), for any nonempty
set X C Bp. Since fixF' is a member of the kernel keru we obtain

lim |z(t) —y(t)| =0, =z,y¢€ fixF

t—o00

lim |v(t) — u(t)] =0,

t—o00
thus solutions of system (1.6) are globally attractive.
Example 4.3.

Let in Example 4.1 function H be bounded and satisfies the Lipschitz condition with Lipschitz constants
k1 < 1. Then function f satisfies the condition (4.2). It follows from Remark 4.2 that, in such a case,
system (4.1) has at least a solution and solutions of system (4.1) are globally attractive. For instance, we
can consider the following of nonlinear functional-integral equations with feedback control
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2(t) = h(t) + S o ctan / "ot ot taing - et + o))
14t 0 1+t + v/t cos?(z(s%))
dv 1+t 2 + cost + x2(t)
—_— = v
dt 4 + cost + t2 5+ cost + 222(t)’

t>0, (4.3)

where H(t) = sin(t) and f(t,2,0) = h(t) + S‘Ifgiﬂ?) This system, under conditions n,m,d > 0 and 4d < m

has at least one solution. Moreover, the solutions are globally attractive.
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