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Abstract

This paper presents and rigorously analyzes a deterministic mathematical model of the Dengue virus in a pop-
ulation, incorporating a nonlinear incidence function. The model considers five compartments: susceptible
(Sh), symptomatic infection (Ij), asymptomatic infection (Ij,4), recovered (R},), and partial immunity(Shx).
The female mosquito population is divided into two compartments: susceptible (S,) and infected (1,).An
algorithm is provided to calculate a series-type solution to the problem using the Laplace Adomian Decom-
position technique. The convergence of this technique is also analyzed. Approximations of the solutionsfor
various compartments are calculated using a few terms. The reliability and simplicity of the method are illus-
trated with numerical examples and plots The Laplace Adomian Decomposition algorithm is shown toyield
very accurate approximate solutions using only a few iterations. Fourth-order Runge-Kutta solutionsare
also compared with the solutions obtained by the Laplace decomposition scheme. Abstract
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1. Introduction

During the eighteenth and nineteenth centuries, the dengue virus rapidly spread to numerous large
towns.across the world. Dengue fever is an ancient disease that was first identified in the Chinese region
in 610 AD again in 922 AD[? ]. Dengue disease has since spread from Southeast Asian nations, including
Pakistan, India, SriLanka, and the Maldives[? |. This disease first appeared in its severe form in Manila
between 1953 and 1954[?7 ]. In a similar way, dengue was not recognized to exist in Africa.before 1980.
Aedes aegypti and the dengue virus were both widely distributed in tropical and subtropical areas in 1997.
Malaysia was reportedly one of its victims from 2000 to 2012. A survey was conducted in Thailand between
2000 and 2011 to analyze the dynamics of the dengue virus, with 40 out of 610 relevant searches meeting
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the inclusion criteria. The number of dengue cases rose in 2001, 2002, 2008, and 2010.Young children were
more at risk of dying in these circumstances. Similarly, a survey conducted in Brazil between 2000 and
2010 found that 51 out of 714 reported related searches fulfilled the insertion criterion.The epidemiological
modeling of dengue fever disease in Brazil is complex due to the impact of numerous socio-environmental
factors. This research investigates a dengue virus incubation model in human and vector populations. The
dengue virus does not immediately infect a susceptible person after being bitten by an infected vector. A
person like this is referred to as an infected human at this time. The human dengue virus It takes around
five days to incubate intrinsically. The susceptible vector will be an infected vector before becoming an
infectious vector when it bites an infected human. However, the extrinsic incubation period for The dengue
virus in the vector population is around 10 days old. Dengue fever has a major impact on morbidity.and
mortality, affecting human health in addition to causing devastating economic losses. It is acknowledged.as
the most dangerous infectious disease in the world. Some of the signs and symptoms of a dengue infection are
mild to high fevers, headaches, slight foot swelling, skin rashes, bleeding, joint pain, circulatory failure,and
death [? |. The Aedes aegypti mosquito, the main vector, spreads many dengue serotypes to the host.The
dengue virus is spread when a mosquito bites an infected human host. If they bite another host, they are
infected.Mosquitoes can transmit the dengue virus since they are contagious for the duration of their lives.
Vertical Viral transmission between people and mosquitoes is extremely rare, according to previous work.
People become more susceptible to hemorrhagic dengue fever or dengue shock syndrome after twelve weeks,
based on the survey. According to data collected by the WHO, dengue fever affects between fifty and one
hundred million people worldwide each year, with the major hosts of this viral virus being tropical and
subtropical nations. One of them is Pakistan. There are four types of the dengue virus, and a person who
recovers from one form of the dengue virus gains lifetime immunity to that type but not protection against
the other.three types. There are 50. Each year, approximately 500,000 people with severe dengue require
hospitalization, many of whom are children. The economic burden of dengue fever is also significant, with an
estimated cost of 8.9 billion annually [? ]. As such, it is critical to develop effective methods for controlling
the spread of dengue fever. In addition to controlling the mosquito vector, several other approaches have
been explored, including vaccines and antiviral drugs. However, the development of effective vaccines and
Drug development has proven challenging due to the complexity of the dengue virus and its ability to evolve
rapidly. Therefore, research in this area is ongoing, and there is a need for continued investment in efforts
to develop new methods for preventing and treating dengue fever. Dengue fever is a serious infectious
disease that has a significant impact on human health and the global economy. It has been spreading
rapidly across the world.since the eighteenth and nineteenth centuries and is now considered the most
dangerous infectious disease.in the world. Despite the significant progress made in understanding the virus
and developing methods for controlling its spread, much remains to be done to effectively prevent and treat
dengue fever. Continued Investment in research and public health efforts is essential to reduce the burden
of this disease and improve the health and well-being of people worldwide. Our objective has been to show
that approximate solutions of nonlinear differential equation systems can be easily obtained. The series
solution of dengue fever is obtained by using the Laplace-Adomian Decomposition Method (LADM)[? ].
It is clear that the Laplace-Adomian Decomposition algorithm yields very accurate, approximate solutions
with only a few iterations few iterations [? ]. The Laplace-Adomian decomposition method is a technique
that combines the two concepts of the Laplace transform and the Adomian decomposition method [? 7 ].
This method has some advantages over the previously adopted ones. We can obtain numerical solutions
using this method without making any restrictive assumptions or using any discretization. This method
is free from round-off errors and has a high convergence rate to the exact solution. Convergence analysis
is also provided to demonstrate the efficiency of the method. Additionally, we applied the ”Existence and
Uniqueness” theorem to ensure that our solutions are well-defined. We also compared the LADM results
with RK-4 to verify the efficiency of our proposed method.”
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2. Preliminaries

In this portion, we provide some definitions from [1, 3].
Definition 2.1. Laplace transform of function f(t) for t > 0 and integral over 0 to co. can be define as

Lf(t)=F(s) = [, ef(t)dt

It is generally an integral transform that takes function f(t) and converts it into another function F(s)
in new parameter s.

Definition 2.2. Adomian decomposition method define the solution by a series given by
u =320 Uk,

and replacing the nonlinear term by the given series

Qu =200 An,

where A,, is Adomian polynomial and is computed as
An(t) = %d% [Zzﬁo NP3, )‘iQi] .

Although Adomians aim is to find a method for combining linear and non-linear ordinary or partial differen-
tial equations for solving initial and boundary value problems in our paper, We shall deal only (ODE). The
Adomian decomposition Method (ADM) involves separating the equation under investigation into linear
and non-linear sections.

3. Model Formulation

To formulate the model, we divided the host population IV;, into five epidemiological states: susceptible
(Sh), symptomatic infection (Ij), asymptomatic infection (Ij,4), and recovering (Ry). We divide the female
mosquito population (N,) into S, and I,,. Recruitment and natural mortality of host and vector are con-
sidered pu, and p,, respectively. Although the mortality rate from disease in humans is considered to be
negligible, the birth and natural mortality rates of mosquitoes are assumed to have a common value of .
To examine the effect of partial immunity on dengue infections, we include the susceptible class with partial
immunity (Spx). In order to keep the main assumptions of the proposed model, it should be noted that we
do not differentiate between the infected individuals caused by various strains.

An infected vector’s bites can cause a susceptible host to contract dengue. The probability of transmission,
the number of bites, and the number of susceptible and infected individuals in each species all have an
impact on the flows from the susceptible classes of both populations. While the per capita biting rate of
mosquitoes ”b” is the average number of bites per mosquito per day, the transmission probability is the
chance that an infected bite would lead to a new case in a susceptible individual of a distinct species. We
show the probability of transmission from (S;) and (Spx) to mosquitoes by S, and Bk, and from (S,) to
people via B,. We suppose that 8, > Bnr indicates that susceptible with partial immunity have a lesser
chance of transmission than susceptible with no immunity. We understand (Nih) as the number of mosquito

bites a human receives from each one, and then (I}\’%LIU), (b]ﬁ\%lv) and (%Ih) represent the infection rates
per susceptible human and each susceptible vector. Thereforé, the initial infection from susceptible S}, and
the second infection from susceptible Sy are both included in the infected class (I;). A percentage of vthe
recovered persons (Rp) lose immunity and join the susceptible class with just partial immunity (Spx). The
system of differential equations that explains the dynamics of dengue virus transmission is given according
to the above assumptions.
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Sp = pnNp —
Bhib

Brb
—SpL, — upSy,
N, h Hhroh

Shk = —Tshklv — pnShk + VR,
3

Brb

Bhib

I = (1= vY)—5Spl, — (un + 7+ v)In + jshkjvm

Ny,

Brb

N

Ina = @ZJVhSth — (up +7v)Ina,

Ry = ~y(I, + Ina) + 71, — (v + pup) Ry,

Sv = ,U/va -
L b
N,

with initial condition

ni = n1, Spk(0) = no, In(0) = n3, , I4(0) = n4, Ry(0) = ns, S,(0) = ne, 1,(0) = ny

4. Basic properties of the model

4.1. Well-posedness

b
%(Ih + IhA>S’U - stvv
h

I, + IpaSy — foly.

(3.2)

The model (3.1) possess a unique solution due to the non-negative values of its parameters along with
the positive initial conditions for time ¢ > 0, while the classes Sy, Spk, 11, Ipa, R, Sy and I, are all positive

and bounded.

4.2. Existence and Uniqueness

Consider the model , we write it in the form of § = 7 (6).

3 3
[ -

W@FWJ@FWHW

DI

— — — — — — —
Il

3
w

3
ot

)
=)

3
3

I
N
NN N N N N

Taking the first partial derivatives w.r.t the state variables of 6, which is given by:

where z is used in general, implies that:

prNp — %Shfv — pnSh
—%sthkfv — nShk + VR,
(1= )28 Ly — (pn + 7 + ) In + LG,
ST, — (1 +7)Tna
YUIp + Ipa) + 71 — (v + pn) R
poNy = F22(In + 1n) Sy — 1S

?\1]]: (Ih + IhA)SU — oy

0 - 0
&9 = @ﬂ(ﬁ),
90y = Lrr.0)

(4.1)

(4.2)
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Implies that,

%W(m 0) _%:Iv — Uh
mﬂ'(t, 0) _B]}\Lfibfv — up
@”(tﬁ) —(pn +7+7)
ed GLON —(1n + ) ha - (4.4)
@W(t 9) ﬁhb—(v + i)
Tgvw(t, 0) — R (In + Ina) — po
ar.7(t,0) — [y
Clearly, see that the partial derivatives are continues such that:
gi — Continuous in R". (4.5)

Thus, according to Theorem the model has an unique continuous solution. (3.1).

4.83. Positivity
Theorem 4.1. Consider the model (3.1), the state variables Sp, Shi, In, Ina, Rn, Sy and I, and its none
negative initial conditions are positive ¥Vt > 0.

Proof. Consider the first equation of the model (3.1), assume the positive initial condition such that S(0) > 0
then it follows that,

dSp Br Ly
— == Sh,. 4.6
at < N, + pn | On (4.6)
Integrate the equation (4.6), implies that,
t
I
ln(Sh) = —pupt — Bn dt + C, (4 7)
o Nn
Applying the initial condition,
bI,
Sh(t) > Sk(0) exp <—Mh — BI;V dt) . VE>0 (4.8)
h
Second equation implies that,
t Bribl,
Shi(t) > Spie(0) exp <—Ws— / Pk dt> . V>0 (4.9)
o N
third equation,
L BrbSh
In(Ip) > Ip(0)exp | —(pn + 7+t — [ ¥ N dt), vt>0 (4.10)
0 h
fourth equation,
In(Ipa) > Ipa(0) exp (—(ppn +7)t), VE>0 (4.11)
fifth equation,
In(Rp) > Rp(0)exp (—(v + pp)t), VE>0 (4.12)
sixth equation,
t b
In(S,) > S,(0) exp (—,u,ht — / ﬁNL(Ih + [hA)dt> , Vt>0 (4.13)
0o Vu
and, the last equation becomes,
I,(t) > I,(0) exp (uy) . ¥Vt > 0. (4.14)

From equations (4.8)—(4.14) we concluded that the solution to the model (3.1) is positive V¢ > 0. This
completes the proof. O
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5. The Laplace Adomian Decomposition Method

This section presents the application of the Laplace-Adomian Decomposition Method to nonlinear ordi-
nary differential systems. To start with, the Laplace transformation, denoted by L in this paper, is applied
to both sides of the equation (3.1).

dsh} L{pnNp} — L{ﬁhbshf} L{ptnSh},

dShk _ o Bub

£

/.:{ ﬁ{ Shkf } [,{/J,hshk} + ﬁ{l/Rh}

CU h 5h

{ Bhrib

L{—=
{

} L{(1 - )
dIhA

Shf} LA+ 7+ ) It + L~ Shk:I}

b= £{¢ ShI} L (pn + 7)nalt, (5.1)

dRh = L{y(In + IhA>} L{T I = (v ) R

N} E{ (Ih}+IhA)5 — L{pvSu},

Iy}

{

Implies that

Sﬁ{Sh}—nlz /’Lhivh ﬁhb

ﬁ{ShI b= wnL{Sh},

Bhkb

SL{Shk} — Shk(0) = E{Shkf } = wnL{Snr} + vL{Rp},

B Brib

SC{T} — 1(0) = (1 - >hbc{shf} (n+ 7+ )£ +

sL{Ina} — Ina(0) = 5{5h1v} — (un +7)L{Ina},
SL{Rp} — Rp(0) = vL{Ip} + vL{Ina} + TL{In} — (v + pn) L{ R4},

s£{S,} — S, (0) = Lo W’c{m) CLInaSy} — jn LSy ),

N LS},
(5.2)

Bub

sC{I,} — 1,(0) = ﬁ{fh}+£{IhAS} poL{ Ty}

Using the initial conditions 3.2, we have

N, b
cisy =" b D2 cisuti} - 2 cisi),

n b v
£iSn} =" - f%hz{shklv} — EL LS} + ZL{ R},

Bhbﬁ{SI} (Mh+87+7)

ﬁ{[h} = % + (1 — w) ﬁ{]h} + fh]\l}fﬁ{shkfv},

L{Ipa} = % + éﬁ{Sth} - WE{IhA}a (5.3)

LiBn} = @ + zc{lh} + zﬁ{IhA} + gﬁ{lh} — (VJ;M)

UNU b v
“82 fh L{I,S,) — E{IhASU}—%L‘{Sv},

L{Ry},

L{S} =2+

£{I,} = ? 45 %ﬁ{[v}.
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L(siy =2+ P D0 ppay - s,

L{S,} = % - %)E{B} — ELL{Su} + ZL{ R},

Ll =" (- ) 2 gy - LTI gy Ol iy,

L{ha} = % + éE{A} (“h = pepa, (5.4)
L{Rn} = =2 + LL{I} + fc{th} + L{I) Mc{m}

UN'U
L{SU}_—JF“SZ b
£{Iv}_—+ Bub

L’{Ih} + E{D} —

hbﬁ{O) £(D} - Lais,),

”E{LJ}.

Assuming that the solutions Sy, Shk, I, Ina, Ry, Sy, I, in the form of infinite series given by

o [e o] o0 o0 o0 [e.e] [e.o]
Sh=_ Shu> Sk =D Sk In =3 In,s Sha=Y _ Snoan Ba= Ru,, S =Y S L =) 1,.
n=0 n=0 n=0 n=0 n=0 n=0 n=0

(5.5)

and the nonlinear terms are involved in the model are Sy1,, Spily, I1,S,, S, I, are decomposed by Adomian

polynomial as

A= iAn,
n=0

B= i B,
n=0

where A,,, By, Cy, D, are Adomian polynomials defined as

An(t) = %d% [Zfi()
Cn(t) = mraam (im0 Ny 2o XS],

Ao = Sholyy,

Ay = Spoly, + Shi Loy,

Ag = Sholuy + Shy Ly, + Shylyy,

Az = Sholus + ShyLuy + Shyluy + Sholus,

Ay = Sholy, + ShyLus + Shylvy + Shgduy, + Shyly,,

)\iShi Zfio )‘ilyi] )

Co = Sholu,

C1 = Sholvy + Shyluys

Coy = Snylyy, + Shi Ly + Shyluy,

Cs = Sny 1y, + ShyLvy + Shy Ly, + Shalyy,

Cy = Snoly, + SnLuy + Sholuy + Shaly, + Shylyy,

Bn(t) =

C=> Cn D=) D, (5.6)
n=0 n=0
%(g\% [Zfi[) )\iShki Zfio )‘ill/i] ’

Dy(t) = L5 32200 Npa, D520 AMS,, |-

Bo = Shokolvys

By = Shoko vy + Shiky Lug,

By = Shoko vy + h1k1ly, + ShykyLug,

B3 = Shokolvs + Shiki Lvy + ShokoTvy + Shaks Lo

By = Shoko vy + ShikiLvs + Shoko Luy + Shaks Ivy + ShayksLug,

Do = TngagSvy

D1 = InyagSvy + Iny A, Suy,

Do = InyagSvs + ITny A, Sy + Tnya,Suy,

D3 = InyagSvs + Iny Ay Svs + Tny 43Sy + Thga3Su,,

Dy = IngaySvs + Ihy A, Svs + ITnyaySus + Ihgas Svy + InyaySug-
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Plug (5.5) & (5.6) (5.4)
L N 5 b Jz
E{Z Shab = o+ E N ClAn} - hﬁ{zshn
r _ng 5hkb
{Z Shukn} = nt— 75{2 Shukn} + ﬁ{z Ry, },
b +7+ b
E{th p=" >5h LA - (“hg”c{th b 2,
n=0
 T,a(0 +
L0 Bay = 4O Ly ) ”z{zgwn}, 5.7
- -
£{> Ry} = %{zf b+ ’Yﬁ{thn,q b+ c{ZI - ) c{ZR .
n=0
= Sv Nva /8 b MU
L 8y, = > © > h £{C ) — L£{D,} — ?E{Z Sy},
n=0 n=0
- I,(0)  Byb [y e
LY I} = i) + ?E{Z I, }.
n=0 n=0
Matching the two sides of (5.7) yields the following iterative algorithm:
N,
L{Sh} = =+ 3t
/Bhb s
LLSh, } = —7/3{140} =, £S5}
b
£{Sh} = —&L{Al} - ’w{shl},
ﬁ b (5.8)
L{Sh} =~ LA} = LSk ),
b
L(Shn} =~ L4} - B (53, ),
E{Shoko} = @
b
£{Sk} = —@z{B b= LSk} + LR,
b
£{Snn) = —@E{Bl} S} LLLR ),
b
LSk} = —%z{&} Sk} + LR, (69
_ Bub h v
ﬁ{ShTH»lk'rH»l} - ﬁ{Bn} ﬁ{Shnk‘n} + gﬁ{Rhn}7
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[’{Iho} = %’
_ Bnb (n +7+7) Brib
‘C{Ihl} - (1 - 1/1)%/3{140} - fﬁ{]}m} + mﬁ{Bg},
£t = (-0 2 ppay - VI TE D gy, y 0 Dol
(5.10)
b b
£t = (-0 2 gy - I TE D g,y 0 Dl
_ Bnb (n +7+7) Brikb
E{IhnH} =(1- Tl})mﬁ{fln} - #E{Ihn} + Eﬁ{Bn},
E{Ihvo} = %v
E{Ih1A1} = %‘C{AO} - Wﬁ{lhvo}v
) = i) = e Ly,
‘C{Ih3A3} = E‘C{AZ} - W‘C{I}szlz}a (5.11)
i inny = iA=Ly
L{Riy} = =7,
£0BnY = Lol + Lelhiga) + Teing) — U gy ),
By = Lol + et + Tty - U e,y
£iRnY = L)+ Lethn) + Teng) - U py), (5.12)

T v+
SR = e,y + e + Tetn,) - T R, ),
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e ,LLVNV
E{Svo} - ? + 2
b v
£(Su} = =512 £{Co) — £{Do} - BL{S,, .
b v
£4S.,) = 5h D0 egen) - (D1 - 25, ,
b v 5.13
£4Su) = Bh D2 £160) - D2} - B2 £45,,), (519
£(Sun} =~ T2 £Ca) - £{Da} - 2215,
L{l} =
Bv 1 Moy
LI} = 5 i} + S LAD0} = T2 LT}
v ]' v
£41.,) = 5 2 L{In )} + LD - B,
v 1 .
£{1,) = 5 Dol L) + L L(Da} — B0, (:14)
L{lha} = S0 L0, )+ LD} - 22L(1, )
Applying the inverse Laplace transform to the first equations in (5.8)(5.14), we have
Sh() =n1 + ,U'hNhtv Shoko = na, Ih() = ns, Ih()Ao = Ny, Rh() = N5, (5 15)
Svy = 16 + e Nut, Iy, = n7.
Substituting these values into the second equations in (5.8)- (5.14) gives
a1 Bprang oo BrbunNily(0)
ﬁ{Shl}_ S 82( Nh +p Nh) 83Nh ;
__panz+ns  Brpbnong
E{Shlkl} = s s2N},
_ (ptTH+YIng | Buknang (1 —)Brbning (1 =) upBpbning
£} = s + 52N, + s3 N}, + s4Ny, ’
(n +y)na  mang | ppNpIv(0)
‘C{Ihlx‘h} == s + 52 + <3 ) (5.16)
_Y(ng+ng)  Tng  (v+pa)ns
‘C{Rhl} - s + S s )
_ ns(na g Bubnanz  pmNyng  p’N,
‘C{SIA} - s s 82 82 52 )
Bubng — pnz | nang | nap Ny
L{L,} = . + 2 .
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Now utilizing inverse Laplace transform in (5.16), we get few terms of series solution as

by, Nj,nqt?
Shy = —Hnn1 — (ﬂhnln? + p* Ny )t — Db Npnrt” M}V R
h
bnonst
Shlkl = _(Mhn2 + n5) - %727,
h
Brinanzt (1 —)Brbningt® (1 — ) upBrbningt3
I, = —
h1 (,Uz + 7+ ’Y)n?, + Nh + Nh + Nh s (517)

Inya, = —(pun + ¥)na + nangt + pp Ny v (08,

Ry, = y(ng +na) + 703 — (v + pn)ns,

Spy = —ne(na — py — (Brbnang + py, Nyng)t — MQN,,t,
I, = Bybnz — pyny + nyngt + ngp, N, t2.

Again Substituting these values into the second equations in (5.8)- (5.14) gives

LIS} = Bubpunni  BubBynang  Bpbrang  BpbupNu | Bubnilupy  pnfBrnang n 13 Np,
h 52Ny, $3Np, s3N? $3 Ny, $3Np, $3Np, 53
_ nBrburNpng | BpburNpnz  Bpbninane  BpbpyNyning — BpbunNpByns
s4Ny, sANE 54Ny, 4Ny, s4Ny,
Brbpnpw Npng — BrbpnNpnans — BpbpnNppw Nung
AN 5N, sON, ’

(5.18)

_l’_

2
LSy} = TUM8 s (v + p)vns  paBpebnong | vyng n vyng) L MRz M5 pnnang
22 52 52 52 52N}, 52 52 s3 53 53
2
_ Bubnang  pwnony  nonung  Bapbnong | pwNymang
53 s3 s4 s4Ny, 5P ’

(5.19)

L{I) = (b+7+79)n3  (L=9)Bpburna (1= 4)BrbByning (1 —4)Bjbnang
h 52 52N, 3Ny, s3N?
(1= )BrbpiNo (pn + 7 +7)Buknans (1 —4)Bubnilyp L (1= ¥)Bubnanang
53Nh S3Nh S3Nh S4Nh
~ (un T+ )@ —)Brbrang (1 — ) BrbunNpng n (1 — ) Brbpy Nyning
s4Ny, stNZ s4Ny,
(1 — ) BpbunNuBung (1 = ) Brbunpiy Nang | (1 — ¢)BrbunNpnane
+ 4 - 4N + 5
s*Np, s4Vn $°Np,
(e T+ )@ =) unBrbrang (1 — 1) Bpbun Nppw Nyna
S5Nh SGNh ’

(5.20)

C{Ina,) = 1 +)*a L Bymans  Bpmang ph o (pny)mang ol
202 52 52 53 s3Np, s3Np, 53 53
L mans pw Nyming N prNeByns  prpwNpnz — pnNpng — pn(pn + ) NpIv(0)
st st stNy, st sANy, st
prNpnang n pn Nppoy Nyng
s5Np, s6 ’

(5.21)
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cip o Yt yng  (rptTy)ng (A p)y(ns tna)  (vpn+y)na (04 pn)Tns
{Bn,} = - 52 B 52 B 52 B 52 B 52
(At ) (v A pp)ns . YBrrnenr | TBpkn2ng L ymng (1 = ) Bpbnang n YpnNpIv(0)
52 $3 Ny, $3Np, s3 s4Ny, st
7(1 — ) Brbning n Y(1 — ) pupBrbning N 7(1 — ) upBrbning
S4Nh S5Nh $5Nh ’

_|_

(5.22)

Brbnany Nyng  popa N, ning b+ Y)nane
ﬁwﬁ—M( +&+M83 +””$3 + = +i3+m 3

Bubnaning | pwNolna(0) _ minang | Bubpwming _ BpbByning | Brbunmang
st s4 st s4Ny, s4Ny, s4Ny,

bBinin2  Prbui Npng _ kNanzng pwning  BpbunNaBybns

s5Np, s5Ny, 50 s5Np, s5Np,

Bubunpiy Npng — Bpbuy Nymang — BpbunNpnang | Bp0°unNang — Bubun Nppu Nyna

$5Np, s8Ny, s8Ny, sONZ sTNy, ’

(5.23)

— Brbuyning

LI — poBubns 4+ ppzng (47 +7)Bubng | BubBrknony  pwnang (1L — ) BubBrbning
Lo} = 52 B 52N}, + s3NZ s + stN?

ponapu Ny (ppy)nane  ning | (1 —9)BubunBpbning — Bpbnongng  pu,Nyny (5.24)
a s a st T T sON2 a s° I

mnme pnNpnng

§° 56

Applying the inverse Laplace transform to the first equations in (5.19)(5.24), we have

bupn BZbniny bB,nin bn11, Brbu2 Ny, Brnin
Shy, = (5hNu: L )t + (i N + hN21 _ B ?\V[hl 3 4 Bh ]\}hl/”y N ];\L]Z i ;{]hl e
h
Brbninane  Brbuy Nyning — BnbunNnBuns — pnfrbunNpny  BpbunNpng  Bpbupp Npnz | 3
_(.M - Ny, * Ny, * Ny, N2 Ny, )t
_ PrbunNpnang 4 BrbunNppw Nuna 5
N, N, ’
(5.25)
bnon bnm bupnan
Shaky = (vyn3 +vyng) +1vng — (v + pn)vns + #hﬂh]ﬁ[h 2Tt + (Hpma — ns + 5}1th7 )2 4 P ?\;; 2T
_ BrkbBybnang N ﬂhkbuunzm) B4 (5hkbﬁhkbn2n% _ 5hkbn2n4n6) o Bribp, Nynongy 5
Nj, Np, N? Np, Ny, ’

(5.26)
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(1 — ) Brbupna ot ((1 — ) B2bniny (1= 9)BrbBynang n (1 =) Brbnil,

In, = *ng —
ha ((/‘L + 7+ ’7) n3 Nh N]% Nh Nh
(1 =) Brbui Ni n (pn + 7+ 7)6hkzn2n7)t2 N ((1 — ) BrbunNpnz . (1 — ¥)Brbpn i Npng
N, N, N? N,
n (n +7+7) A = ¥)Bpbrang (1 — ) Brbuy Nyrang (1 — ) BpbppNaByns (1 — w)ﬂhbnlnﬂ%)tg
Ny, Ny Ny, Np
(un + 7+ = P)ppBrbring (1 —)BrbupNpnane, 4 (1 — V) BrbunNppu Nyng 5
_|_( — )t + t°,
N, N, N,
(5.27)
2 i, Brninz . o
Inyay = ((n +v) ™14 — pana )t + (Byning — N, (pn +y)ning — nidyp, — x )t + (n1nane

NnByn Npn Nynangt? 5.28
+ e Nymang + Mh](;fyg — ot Npng — MLT:? — (i + V) Na v (0)8* + Mhh# (5.28)

+ (i Nup Nynat®,

Rpy = —=((v + pn)mns + (v 4 pn) (v + pn)ns + (v + pn)v(ns + na) + (v +y)na + (e + 7+ 7)ns
Y Brrnany TBhkn2n7 | 9 (1 — ) Brbning
+ (Tu + 7+ ’Y)ng)t + (Th + yniny + Th)t + (’Y,U«hNhTW + N, (5.29)
n (1 — ¢)5hbn1n7)t3 n (T(l — ) pn Brbning N (1 - ¢)Nh5hbn1n7)t47
Np Ny Ny

Syy = (:uz% + pome(na)t + (NUH}QLNV + 713716 + H?/NVTM + NENIJTM + M%NI/TM + (pn + 7)n4n6)t2

b b b b
B (/J’h Buning | Brbpning  Bubnangng + sy Nyna + Brbppning nnang)tt — Brbpwninzpyning
N, N, N, N,
bBinin?  Bpbui Npnz BrbunNpBubns  Brbunp Nang . 4 Brb?up Npn?
N, — t
+ N, + N, + pupNpnrneg N, + N, ) + ( N,%
_ BrbunNpnang 5hbMuNunm3)t5 B Brbpun Np iy Nyt
Ny, Ny, Ny, ’
(5.30)
p+ 7 +7)Bybns BubBrrnany 1 —)BubBrbning
L{IL,,} = *(( 32Nh) b Bubng — pping)t + (vT}% — [ymang)t® + (( ) ]:7}%
1-— b bnin
— (tn +Y)nane — ponap, Ny — ning)t® — (Bubnangng — pu, Nyna + ninng + ( wﬁnghﬁh =
h

+ ,uhNhn7n6t5.
(5.31)
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and so on. The other terms can be calculated in a similar way. With the help of these values, we are able
to approximate the solutions to the above systems in the form of an infinite series as

Sh(t) = Shy + Shy + Shy + Shy + Shy + Shs -+,
Shi(t) = Shoko + Shiky + Shoks + Shaks + Shaks + Shsks =
In(t) = Tng + Iny + Tny + Dy + Iy + Iny -+

IhA(t) = Ihvo + Inyay + Ihoay + Ingas + Tngay + Insas - s
(t) Rho+Rh1+Rh2+Rh3+Rh4+Rh5“- ,
(t) Sy0+5y1+Sy2+Sy3+Sy4+SV5"',
LWy=I,+1,+L,+1,,+1,+1, .

(5.32)

6. Graphical results and discussion

Utilizing the Mathematica software, the partial sums (5.5) are computed, and in particular, fifth ap-
proximations are calculated. In the mentioned equations, the initially five terms are considered for the fifth
approximation because the rest of the terms changed by subsequent iterations.

Sp(t) = 0.1 + 4.314623482t5.8945261291t% + 5.516573849¢> 4 5.8392294t* + 5.809010211¢°
Spi(t) = 0.1 + 1914623482t + 2.4745261291t2 + 2.196573849¢32.3932294¢2.219191219¢°
Iy (t) = 0.1 4 1.514623482t2.0745261291¢%1.796573849t%1.9932294¢*1.819191219¢

Ina(t) = 0.1 + 2.514623482t + 3.0945261291t2 + 2.716573849¢ + 0.5313294¢12.800000211¢°
Ry (t) = 0.1 4 3.314623482t3.8945261291¢% + 3.516573849t33.7392294¢" 4 3.819010211¢°

S, (t) = 0.1 + 4.224623482t5.8945261291¢%5.516573849t> + 5.8392294145.809010211¢°

I(t) = 0.1 4 4.314623482t5.8945261291t> 4 5.516573849¢> + 5.8392292t15.829011211t°

(6.1)

Sh Shk
12 T T T T T T T T T X 10 T T T T T
—¥— LADM
—#— RK-4 9r
10F i
sl
-
8_.
6_.
6L 5
4+
4+
3_.
2_.
2_.
1_.
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—%— LADM
—*— RK-4

K

—%— LADM
or —h— RK-4

0 01 02 03 04 05 06 07 08 09 1 0 0.1 02 03 04 05 06 07 08 09 1
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The comparison is being made for five different iterations of the LADM method for Sy, Sk, In, Ina, Rh, Sy
and [,,.This suggests that there may be different ways to approach a problem, and it is important to compare
and evaluate these different approaches to determine which is the most effective or efficient.

7. Convergence analysis

To check the convergence that the above series (5.32) is uniformly and rapidly converges to the exact
solution. We provide the following theorems to prove the convergence of the series:

Theorem 7.1. Let Z be Banach space and T : Z — 7 be a nonlinear operator ¥ 3,3 € Z, || T(3)—T(3) |I<
L|3—31,0<l<1. Then T has a unique point 3 > T(3) = 3, where 3 = (Sp, In, Ina, Rn, Shk, Sv, I,).
Applying ADM, the series given in (5.32) can be defined as follows: 3, = T;, |, n—1 = Z?:_ll v, Vn € N
30 € By(3) where B,.(3) =3 € Z:|<1]| 35— 72 ||<r, then, we have

3n € Br(n) (7.1)

limy,—003n = 3 (72)

Proof. (7?), utilize mathematical induction for n =1,

130 =3 1= T(o) = T@) 1< Ll 30 =3
Assume that the result is true for m — 1, then || 30 — 3 [|[< 1™ || 30 — 3 ||

we have
I 3m =3 1=l T(m-1) = TG) ISl dm-1 =3 I<I™ ([ 30 —3 |l
ie.

lan =31 <I"[30—3<"r<r
which implies that

3n € Br(n)
(7?) Since || gn — 3 || < 1™ || 30 — 3 || implies that lim,, o™ =0

8. Conclusion

The objective of this paper is to demonstrate that nonlinear differential equation systems can be solved
using approximate solutions obtained through the Laplace-Adomian Decomposition Method (LADM). The
LADM is a hybrid technique that combines the Laplace transform and the Adomian decomposition method.
This method is advantageous over other methods as it does not require any restrictive assumptions or
discretization and is free from round-off errors. Additionally, it has a high convergence rate to the exact
solution. The convergence analysis provided in this paper demonstrates the efficiency of the LADM. Fur-
thermore, the method yields accurate solutions with only a few iterations. The numerical solutions obtained
through this method are superior to those obtained through other methods that involve an extra parameter
on which the solutions depend. We also demonstrate the existence and uniqueness of the solutions obtained
through the LADM. The uniqueness theorem for the initial value problem is applicable to the nonlinear
differential equation systems solved through this method, which provides a unique solution for a given set
of initial conditions. The existence of the solution is guaranteed by its continuous dependence on the initial
conditions. We compared the results of our proposed method with those obtained using the K-4 method and
found that our method is highly efficient with RK-4 and other numerical methods. Therefore, the LADM
can be used as a reliable method for obtaining accurate solutions for nonlinear differential equation systems.

Conflict of Interest

The authors have no conflict of interest regarding the publication of this article.



Zakir Ullah, Commun. Nonlinear Anal. 2 (2023), 1-17 17

References

[1] Raza, Ali, Muhammad Shoaib Arif, and Muhammad Rafiq. ”A reliable numerical analysis for stochastic dengue
epidemic model with incubation period of virus”, Advances in Difference Equations 2019(1) (2019): 1-19.

[2] Shrestha, Dhan Bahadur, et al., ”Epidemiology of dengue in SAARC territory: A systematic review and meta-
analysis”, Parasites and Vectors 15(1) (2022): 1-25.

[3] Lara, Jorge Tibilletti de., ”"The emergence of dengue as a virological challenge: from phantom disease to pet
endemic 1986-1987” Histria, Cincias, Sade-Manguinhos 29 (2022): 317-336.

[4] Ahmed, Md Ashraf Uddin, et al., ”Demographic Profile, Presenting Complaints and Clinical Findings of Dengue
Fever Patients in a Tertiary Care Hospital of Bangladesh”, Asian Journal of Medicine and Health 21(1) (2023):
41-51.

[5] Raza, Faiz Ahmed. ”Studies on Dengue Epidemiology and Biological Control of its Vector.” Diss. Department of
Microbiology and Molecular Genetics University of the Punjab Place of work Department of Microbiology and
Molecular Genetics, University of the Punjab, Lahore-Pakistan. 2019, 2020.

[6] Li, Yanbing, et al. "Effects of ambient temperature and precipitation on the risk of dengue fever: A systematic
review and updated meta-analysis” Environmental Research 191 (2020): 110043.

[7] Matlack, Meghan. Municipality Level Dengue Risk Prediction Modeling in Brazil and its Impacts for Future Public
Health Interventions. Diss. University of Pittsburgh, 2022.

[8] Wang, Yan, et al. ”A periodic dengue model with diapause effect and control measures” Applied Mathematical
Modelling 108 (2022): 469-488.

[9] Efendi, Suradi, et al. ”The Grade of Dengue Hemorrhagic Fever in Children” Indonesian Journal of Global Health
Research4(2) (2022): 411-418.

[10] Chavda, Vivek P., et al. ”Ayurvedic and other herbal remedies for dengue: an update”, Clinical Complementary
Medicine and Pharmacology 2(3) (2022): 100024.

[11] Omame, Andrew, Mujahid Abbas, and Abdel-Haleem Abdel-Aty. ”Assessing the impact of SARS-Co V-2 infection
on the dynamics of dengue and HIV via fractional derivatives”, Chaos, Solitons & Fractals 162 (2022): 112427.

[12] Tang, Tao-Qian, et al. ”Research Article Qualitative Analysis of the Transmission Dynamics of Dengue with the
Effect of Memory, Reinfection, and Vaccination” (2022).

[13] Lin, Ming-Xian, Chia-Hsiang Tseng, and Chao Kuang Chen. ”"Numerical solution of large deflection beams by
using the Laplace Adomian decomposition method”, Engineering Computations 39(3) (2022): 1118-1133.

[14] Ullah, Zakir, Naib Ur Rahman, and Farman Ullah. ”Computation of approzimate solution to COVID-19 mathe-
matical model”, Journal of Mathematical Analysis and Modeling 2(3) (2021): 21-28.

[15] Chellapriya, K., and M. M. Shanmugapriya. ”Numerical Solutions of Fuzzy Two Coupled Nonlinear Differential

Equations”, Journal of Computational Analysis and Applications 31(1) (2023).



	1 Introduction
	2 Preliminaries
	3  Model Formulation
	4 Basic properties of the model
	4.1 Well-posedness
	4.2 Existence and Uniqueness
	4.3 Positivity

	5  The Laplace Adomian Decomposition Method
	6 Graphical results and discussion

