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Abstract

In this paper, we investigate the existence and uniqueness solutions of nonlinear boundary value problems
for system of Caputo type nonlinear fractional differential equations of the form:

{ cDZipui(t) = E(t,ul(t)7uQ(t ) teJ= [CL, b]7
B(vi(a), vi(b)) = 0.

To develop a monotone iterative technique by introducing upper and lower solutions to Caputo type
fractional differential equations with nonlinear boundary conditions. The monotone method yield monotone
sequences which converges to uniformly and monotonically to extremal solutions.
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1. Introduction

Fractional differential equations or fractional differential systems have numerous applications in diverse
and widespread field of science and technology[4, 10, 22]. The study of fractional calculus and its applications
see more details [12, 13, 20]. The approach to obtain existence and uniqueness of solutions for the nonlinear
fractional differential systems in general has been through fixed point theorem method [3, 9, 16, 23, 24, 25,
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26]. In this paper to investigate the existence and uniqueness using the method of lower and upper solutions
combined with the monotone iterative technique [5, 6, 24, 28, 29].

The monotone method is useful for nonlinear equations and systems because it reduces the problem
to sequences of linear equations. Specifically, if the nonlinear system is unwieldy, too difficult to solve
explicitly, then the monotone method may be beneficial. If one can find upper and lower solutions to the
original system that are less unwieldy and satisfy the particular requirements, then the monotone method
implements a technique for constricting sequences from these upper and lower solutions. These sequences are
solutions to linear equations and converge uniformly and monotonically to maximal and minimal solutions
[11, 12, 14, 16, 17, 18, 19, 25].

Motivated by the work see [8], we determine the existence criteria of extremal solution for following
system 1-Caputo type fractional differential equations in a Caputo sense with nonlinear boundary conditions

DL ui(t) = Fi(t,u(t),us(t)) t€J = [a,b)],
{ $(vi(a), vi(b)) = 0. (1.1)

The rest of paper is arranged in the following way.
In section 2, definitions and basic results are discussed that plays vital role in the main results. These results
are useful in main results proving that the sequences developed in the generalized monotone method converge
to coupled minimal and maximal solutions of the non-linear system of fractional differential equation. Finally
under uniqueness assumption, we prove that there exists a unique solution to the non-linear system of -
Caputo fractional differential equation.

2. Preliminaries

In this section , we recall some known definitions and known results which are useful to develop our
main result.
Definition 2.1[1, 4] The ¢-Riemann-Liouville fractional integral of order ¢ is defined by

1958 u( / W () — (s))T  u(s)ds, t > a.

Definition 2.2[1] Let ¢, u € C™(J,R). The ¢-Riemann-Liouville derivative of order of a function u with
(n—1 < g <n) can be written as

where n = [¢] + 1(n € N), and D; = &
Definition 2.2[1] Let ¢, u € C"(J,R). The ¢-Caputo derivative of order of a function v with (n —1 <
g < n) can be written as
DELu(t) = 1w (e)

where ugg] (t)

One has

(wl,)é))"u(t), n=/[q]+1for ¢ ¢ Nand n =q for ¢ € N.

eprn iy Jo ¥ @) =) s)ds, ifq ¢ N,
o = ul(t), ifgeN
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Definition 2.3[2] One and two parameter Mittag-Leffler function is defined as

o0 k
Eq(t):kZO% teR,qg>0

= ()
Eqﬁ(t)_kzoir(qwrm ¢.B>0,teR

Lemma 2.1[1] Let p,q > 0, and u € C(J,R), for every t € J
L DE T t) = ult),
i, 19Y°D%Yu(t) = u(t) — u(a), 0 < ¢ < 1.
i, T2 (1) = 9(a)P ! = i () — v,
iv. “DE (1) = (@)t = B (u(t) = (@)
v. DIV (Y(t) — (a))F =0, Vk <n €N
Lemma 2.2[27] Let ¢ € (0,1) and « € R, one has i. E,;; and E;, are non-negative. ii. E,(x) <
1

1, Eqq(x) < oL for any x < 0.

Lemma 2.3[8] Let ¢ € (0,1), A € R and g € C(J,R), then the linear problem

has a unique solution as
u(t) = uaEq1(=A((t) — ¢(a))?)
+ [ 00 = o) By (M0 = @) (o),

where E, 4(.) is the two parametric Mittag-Leffler function
Lemma 2.4 [Comprising result][8] Let ¢ € (0,1) and A € R if v € C(J,R),

{ DEA(t) = =My(t), € (a,b].
v(a) > 0,

then v(¢) > 0 for all ¢t € J.

3. Main Result

In this section, we develop a monotone method for the system -Caputo fractional differential equations
(3.7) using coupled lower and upper solutions respectively.

Defination 3.1 The functions f; € C(J,R such that CDgﬁp fi(t) exist and is continuous on J and is
known to be a solutions (1.1).Further, f; gives the statistics of the equation CDZﬁbui(t) = Fi(t,ui(t),us(t)),
for each t € J and the nonlinear boundary conditions

o(fi(a), fi(b)) =0

Definition 3.2 If the functions  v;(x,t), w;(z,t) € C?[Qr,R] are called the lower and upper solu-
tions of if

{ cDEu;(t) < Fy(t,v1(t), va(t)) € [a,b],
¢(vi(a),vi(b)) <0
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{ “DFwi(t) > Fi(t,wn (), walt)) ¢ € [a,b],
o(wi(a), wi(b)) > 0

Theorem 3.1 Let F': J x R — R be continuous. Assume that
(i) There exist v;(t) and w;(t) as lower and upper solutions of problem (1.1) in C(J,R) respectively, with
vi(t)gwi(t), teJ.
(ii) There exist a constant k; > 0 with

Fi(t,uz) — Fi(t,u1) > —ki(ug —u1) for vi(t) <up <ug <wi(t),t€J

(iii) There exists nonnegative constants M, N with v;(a) < z1 < 9 < wj(a), v;i(b) < y1 < y2 < w;(b), such
that

¢i(w2,y2) — di(z1,y1 < M(z2 —21) — N(y2 — ¥1)
Then there exist monotone sequences {v/(t)} and {w!'(¢)} such that v'(t) — v;(t) and w]'(t) — w;(t) as
n — oo uniformly on J, to the extremal solutions of (1.1) in the sector [v;, w;] where

[vi, w;] = {u; € C(J,R) 1 v;(t) < ui(t) < wi(t),t € J}

Proof.
We construct the sequences {U"H(t)} and {w;”rl(t)} and k; > 0, we consider the following fractional
differential equations

{ DEFVH(1) = Fi(t op (1) — k(™ () —of (1)) te 3.1)
o (@) = o} (a) — Lo (v} (@), v} (b)

{CDZ%;‘“@) Ey(twp (1) — k(wf T (1) —wi (1)) te ), (32)
wi™t (a) = w}(a) — L(wf(a), wf' (b))

By Lemma 3 and equation (3.1),(3.2)preserve at most one solution in C'(J,R we have
n n 1 n n
vt () = (Ui (@) = —o(vi'(a), v; (b))> Eqa(=ki()i(t) — ¢i(a))?)

+/ Vi (5) (Wilt) = $i(@)" Bqg(—ki(@i(t) = 4i(s) D) (Fis, o} (5)) + k(0] T ()))ds ¢ € J,

at10) = (wh(@) = L8 @) 0) ) Bya (~h(00) - (@))
[ B0 — @) By ) = GO F sl (6) 4 hwf T (5)ds € I

Step 1: The sequences { ZTH‘l } { :‘ } (n > 1) are lower and upper solutions of () respectively. We
prove that v?(¢) < vl (t). Let p;(t) = v}(t ) v?(t). Then equation (3.1) and Definition 3.2, we have

DI pi(t) =¢ DI v} (t) = DE ) (1)
> Fi(t,0] (1) — ka(v} () — v (t)) — Fi(t, v (t)))
= —k‘zpl(t)
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Since p;(a
o) <

(2

) = —20(v](a), 0 (b)) > 0, pz(

) 2 , for t € J by Lemma 4. Thus v{(t) < v}(t). Assume that
k(t ) NOW we show that vF(t) < v

0. Lot pift) = ob(6) — o1(0)

“DEpilt) = DELul () = DY (1)
> Fi(t,vf (1) — ki(o7 (1) = vF (1) — Fi(t, vf (1))
- —kipi(t).

Since p;i(a) = —1(vF(a), vF(b)) > 0, p;(t) > 0, for t € J by Lemma 4. Thus vf(t) < vF (1), Hence by

T
mathematical induction, we have

V(1) < of(t) < ... <oF() <OoFTL() < <ot (3.3)

Next, we prove that w}(t) —w?(t), t € J. Let p;(t) = wl(t) —w}(t). Then equation (3.1) and Definition 3.2,
we have
DI (1) = DI ulle) = DIl ()
> Fy(t,wi () = ki(w (t) — wi () = Fy(t,wi (1))
= —kilpz(t)

Since pi(a) = —Lp(w(a), w? (b)) > 0, p;(t) > 0, for t € J by Lemma 4. Thus w} (t) < w?(t). Assume that
wk(t) < wlk Lt ) Now we show that wk“(t) < wk(t). Let p;(t) = k+1(t) wk(t)

= 7
DI i) = DIV 0) — DIk 1)
< Fi(tw (1) = ki(wi (1) — wf (1) — Fi(t,wf T (1))
= —kipi(t).
Since p;(a) = —Lp(w ML (), w1 (b)) > 0, pi(t) > 0, for t € J by Lemma 4. Thus w® ™ () < wf(¢). Hence
by mathematlcal induction, we have

w(t) <wP L) < . < wkt) <wFTHE) <L < wlt) < wd(t) (3.4)

Now to Prove that v}(t) < w}(t). Let p;(t) = w}(t) — v}(t). Using equation (3.1) and (3.2) together with
assumption (ii) and (iii) we have

S
)
~
S~—
|
g
SO
—
~
N—
S~—
+
G
S
—
<
S
—
~
N~—
|
<
SO
S~—

DI pi(t) = Fi(t, w) () — Filt, o) (t)) — ki(w]
> —ki(w; () — 07 (£)) — ki(w; (£) — wl (8)) + ki(vi (1) — 07 (1))
= —kipi(t).

Since

we have v}(t) < w}(t), t € J by Lemma 4. Hence v}
By mathematlcal inductions and equations (3.3

— ST
;\
w
o~
~—
Z
@
o
@
-+

V(1) <of(t) < ... <o) < wl(t) < ... < wp(t) < wd(t) (3.5)
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We prove that ) (t), w? (t) are extremum solutions of (1.1). Since v) and w) are lower and upper solutions
of (1.1),assumptions (ii)and (iii), we get

“DELY () = Fy(t, 0] () — ki(v] (£) — v (¢))
< Fi(t,v; (1))
and
¢(v; (a), v} (b)) < ¢(v} (a), v} (b) + c(v; (a) — v (a)) — d(v] (b) — v} (D))
= —d(v; (b) — v} (b))
<0
DEW)(t) = Fit, wl(t)) — ki(w] () — wi(t))

and

> 0.

Therefore, v} (t) ,w}(t) is lower and upper solution of (1.1)respectively. By induction,Hence v?(t), wi(t)

i i
are lower and upper solutions of (1.1) respectively.
Step 2:0] — v; and W}’ — w;
First, we prove that {v'} is uniformly bounded. By considering supposition Hypothesis 2, we have

Fy(t, 07 (1)) + kiv} (8) < Fi(t, 07 (1)) + kv () < Fi(t,wi (1) + kiwi (1), teJ

That is

Hence, we have
|Ei(t, 0] (8) = Fy(t, 07 () + k(]! (1) — o) (1)) < |Fp(t, wi (1)) — Fi(t, 07 (¢))
+ ki (wy () — 07 (1))
Thus
|Ei(t 0} () + ki (0 ()] < [Fi(8, 07 (1) = Fy(t,07 (1)) + ki (0] (1) — 07 (1))

+[Fit, 07 () + ki (0] ()]
< |Fi(tw () = Filt, v () + ka(wy () — 0 (1))

|E3 (107 (1)) + k(07 (1)]

< 2| Fi(t, 0] (1) + ki (0] (6)] + [Fy (8,0 (8)) + k(0] (1))

Since v? , F; are continuous on .J, we can see a constant C' independent of n with

[Fi(t, 0 (1)) + ka(vi* (1) < C (3.6)
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Furthermore, from Hypothesis 3, we have

v (a) — %@5(@?(@)&?(5)) < vi'(a) = —o(w; (@), wi (b)) < wi'(a) — Z6(v(a), v} (1))

That is

Hence, we have

Thus

+[19(a) — (0 (a), o0 (B))

< 20uf(@) — ~ 9(e0(@), o) (0)] + el (@) — - (wl(a), wl ()]~

Since v? , w? and ¢ are continuous functions, we can see a constant D independent of n with

07 (@) ~ 6} (a), o7 ()| < D (37)
Moreover, by (3.1) and (3.2) we have
o7 (O] = [0 (a) — %¢(U?(a)7U?(b))!Eq,l(—kz‘(w(t) —¥(a))?)

4 [0 G0 — (6 By (hi(wle) = () (5.07(5) + ol ()]s,

Using Lemma 2 along with (3.6) and (3.7), we have

ntl = o t ‘(s —h(s))" " ds
0] = Dt po [ 06000 — v s
(1) = 0(s))"
=P Ilg+1)

Hence, v is uniformly bounded in C(J,R). Similarly w!" is uniformly bounded C(J,R). Next to prove that
the sequence v} and w}' are equi-continuous on J. Choosing t1,t € J, with ¢; < t3. By (3.6),(3.7) and
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Lemma 2, we have

= Eg1(=ki(i(t1) — ¥(a))?)|
o < _ s v—1 _ _ s v—1

¥ (5)l(w(t) — ¥ ))fy@ Wlta) =D o, () + ko (s)]ds
to 1! s . s v—1
| v >[<w<t;>(q) V)T B, o (s) + ki (s)]ds
< D|Ega(=ki(9(t2) = 1(a))?) = Eqa(—ki((t:) — (a))?)]

20(1p(ta) —(t1))?
I(g+1) '

0 (k) — o (1)) < o (@) — = (ef (@), o ()] | B (—ki ((t2) — ¥(a))?)
)

_l’_

By the continuity of Eqi(—ki(¢(t1) — ¥(a))?) on J, the right-hand-side of the preceding inequality
approaches zero, when t; — to. This implies that {v?“ } is equi-continuous on J. Similarly {w"Jrl(t)}
is equi-continuous on J. Hence, by using Ascoli-Arzelas theorem, the subsequences converges to v} (t) and

*

wy(t). Hence the monotonic sequences combined with v (¢) and wzn(t) yields limy, oo v]'(t) = v;‘ (t) and

limy, 00 () = w(t), uniformly on ¢ € J and limit functions v}, w} satisfy (1.1)

Step 3: v} and w; are maximal solutions of (1.1)in [0, w} ] Let u; € [v9,w?] be any solution of (1.1).

Suppose that
ol (t) <wui(t) <wji(t), telJ (3.8)

for some n € N. To prove that u;(t) < v'(t) Let p;(t) = u;(t) — v} (t). Then from we have

DI pilt) = Fy(t,ui(t) — Fy(t, v)(1)) — ka0 (1) — o} (£)
> —ki(i(t) — o (1) + ki (0] T () — 0] (1))

= —kipi(t).

Furthermore

< ui(a)
that is p; > 0. By Lemma 4, we have p; > 0, t € J which implies that

v (t) <w(t), teld

7

Next we prove that w ™ (¢) < u;(t) Let pi(t) = w*(t) < u;(t). Then from we have

7

DL pi(t) = Fy(t,w () — Fi(t,wi(t)) — Ki(uq(t) — wi(t)
> —ki(wibn(t) —ui(t)) + ki(u;(t) — ui(t))
= —kilpz(t)
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Furthermore
i) = (us(a) — - (6(ui(a), us(5)
= (ui(a) (9w} (a), w] () — = ($(ue(a), we(8)
< w(a) — S 0) — wi)
< wi'(a)

that is p; > 0. By Lemma 4, we have p; > 0, t € J which implies that
ui(t) <wi(t), telJ
Hence,
v (t) <wi(t) <wj'(t), teld
By (4.8) is satisfied on J for all n € N.For n — oo on (3.8) we have

vl <wu; <w
Hence v}, w} are the extremal solutions of (1.1)in [v?, w)]

Theorem 3.2 Let all the assumptions of the Theorem 3.1 hold.Further there exists nonnegative con-
stants M, N such that the function f; satisfies the condition

filz,ur, u2) — fi(zx,vi,v2) < M(up —v1) + N((ug — v2),

for v9(¢) < u; < wt ( ). Then the problem w;(¢) of (1.1) has a unique solution.
Proof We know v?(t) < w)(t) on J. It is sufficient to prove that v;(t)° > w?(t) on J. Consider p;(t) =
w?(t) — v?(¢).Then we have

DI pilt) = Fit,wf(8) — Fi(t, 0] (£) = ka(wf (8) — wd(#)) + ka0 (1) = f)
> _ki(w?(t) v (1) = ka(wy (1) — w) (1)) + k(0] (£) — 0} (2))

Since

>0

v)(t), t € J . By Lemma 4, we know p; > 0, implying that w?(¢) > v?(¢) on J. Hence

)

we have wl(t) >
= w;

vi(t) = ui(t)

4. Conclusion

In this work, initially we have investigate by using monotone iterative method together with upper and
lower solutions for boundary value problems involving a generalized system of Caputo derivative of fractional
order. The monotone method yields monotone sequences which converges uniformly and monotonically to
extremal(maximal and minimal) solutions of (1.1). We have prove that the uniqueness solution of u;(¢) of
the system.
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